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CERTIFICATE OF SERVICE
Docket No. 000084-TP

| HEREBY CERTIFY that a true and correct copy of the foregoing was served via
U.S. Mail this 27" day of October, 2000 to the following:

Diana Caldwell

Staff Counsel

Florida Public Service
Commission

Division of Legal Services

2540 Shumard Oak Boulevard

Tallahassee, FL 32399-0850

Aaron Cowell

Executive Vice President and
General Counsel

US LEC Corporation

Transamerica Square

401 N. Tryon Street, Suite 1000

Charlotte, N.C. 28202

Tel. No. (704) 319-1117

Fax. No. (704) 319-0069

Kenneth A. Hoffman, Esq.

John R. Ellis, Esq.

Rutledge, Ecenia, Purnell & Hoffman
P.O. Box 551

Tallahassee, FL 32302

Tel. No.: (850) 681-6788

Fax. No. (850) 681-6515
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BELLSOUTH TELECOMMUNICATIONS, INC.

REBUTTAL TESTIMONY OF CYNTHIA K. COX

BEFORE THE FLORIDA PUBLIC SERVICE COMMISSION

DOCKET NO. 000084-TP

OCTOBER 27, 2000

PLEASE STATE YOUR NAME, YOUR POSITION WITH BELLSOUTH

TELECOMMUNICATIONS, INC. (“BELLSOUTH") AND YOUR

BUSINESS ADDRESS.

My name is Cynthia K. Cox. I am employed by BellSouth as Senior Director

for State Regulatory for the nine-state BellSouth region. My business address

is 675 West Peachtree Street, Atlanta, Georgia 30375.

HAVE YOU PREVIOUSLY FILED TESTIMONY IN THIS DOCKET?

Yes. I filed direct testimony on September 21, 2000.

WHAT IS THE PURPOSE OF YOUR TESTIMONY?

My testimony rebuts the direct testimony filed by US LEC of Florida, Inc.

.

(“US LEC™), witnesses Wanda Montano and Timothy J. Gates, on October 13,

2000.
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Issue 1: Should BellSouth be required to include US LEC’s logo on the
cover of BellSouth’s White Page and Yellow Page directories?

MS. MONTANO STATES, ON PAGE 2 OF HER TESTIMONY, THAT THE
REQUIREMENT FOR NONDISCRIMINATORY ACCESS TO
DIRECTORY LISTINGS INCLUDES A REQUIREMENT THAT AN
ALEC’S LOGO BE PLACED ON THE COVER OF BELLSOUTH’S
DIRECTORIES. .PLEASE COMMENT.

As stated in my direct testimony, BellSouth agrees that Section 251(b)(3) of the
1996 Act requires that BellSouth permit ALECs to have nondiscriminatory
access to directory listings. There is nothing in Section 251 or Section 271
which indicates that the term “directory listings” includes printing of an ALEC’s
logo on the cover of the ILEC’s directory. In fact, in the FCC’s Order 98-271,
CC Docket No. 98-121, dated October 13, 1998 (BellSouth’s Application for
Provision of In-Region, InterLATA Services in Louisiana — “Louisiana II”),

states at §252:

Section 271(c)(2)(B)(viii) requires a BOC to provide “[w]hite pages directory
listings for customers of the other carrier ’sielephone exchange service” We
note that section 251(b)(3) obligates all LECs to permit competitive providers
of telephone exchanglre; ;e;vice to have nondiscriminatory access to directory
listings. Given the similarity of the language in these two sections of the Act,
we believe it reasonable to conclude that the term “directory listing” as used

in section 251(b)(3) is comparable to “white pages directory listings” as used
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in section 271(c)(2)(B)(viii). In the Local Competition Second Report and
Order, the Commission determined that, “[a]s a minimum standard... the term
directory listing' as used in section 251(b)(3) is synonymous with the
definition of ‘subscriber list information’ in section 222(f)(3).” In addition,
the Commission has previously stated that “{a] white pages directory is a

compilation of the individual white pages listings.

- Thus, the only applicable requirement is that BellSouth include US LEC’s

subscriber listings in BellSouth’s white pages directory listings. There is no
mention of a requirement to include the ALEC’s logo on the cover of the
directory. The Public Service Commissions in Louisiana and South Carolina
and the FCC found BellSouth to have satisfied the white pages checklist -
requirement - checklist item (viii). In addition, the Florida Public Service

Commission found BellSouth to be compliant as to Checklist Item 8 as follows:

“ORDERED that BellSouth is providing white page directory listings
in accordance with Section 27 1(c)(2)(B)(viii}, of the
Telecommunications Act of 1996, as discussed in Section VI.H. of this

Order.” Order No. PSC-97-1459-FOF-TL, dated November 19, 1997.

There is no additional requirement of either the FCC or this Commission that

BellSouth must include ALEC logos on its directory covers.

IN US LEC WITNESS MONTANO’S TESTIMONY (P. 3), SHE SAYS “IN
REFUSING TO INCLUDE US LEC’S LOGO ON ITS DIRECTORIES,
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BELLSOUTH HAS ATTEMPTED TO SHIELD ITSELF BEHIND ITS
UNREGULATED AFFILIATE, BAPCO, THE PUBLISHER OF
BELLSOUTH’S DIRECTORY LISTINGS.” PLEASE COMMENT.

USLEC is incorrect by asserting that BellSouth is “shielding itself’ through
BAPCO. The only question that needs to be answered is whether placing US
LEC’s logo on a directory published by BellSouth is a requirement under
Checklist Item 8. This commission and every other one faced with the
question, including Tennessee, has found that there is no such requirement on
BellSouth or on its affiliate BAPCO. In Tennessee (as my testimony makes
clear elsewhere), the TRA established a separate docket in reply to a
subsequent request from AT&T. The TRA was prevented by the Tennessee -~
Court of Appeals from enforcing that decision, and that stay remains in effect,

pending a final decision by the court.

FURTHER ON PAGE 3, MS. MONTANO STATES, "BAPCO's REFUSAL
TO INCLUDE US LEC’S LOGO ON THE COVER OF ITS WHITE PAGES
AND YELLOW PAGES, WHILE INCLUDING BELLSOUTH’S LOGO,
VIOLATES SEC. 251(b)(3) OF THE ACT, FOR THE SAME REASON
THAT BELLSOUTH ITSELF WOULD VIOLATE THE ACT FOR THE
SAME CONDUCT.” WHAT IS YOUR RESPONSE?

Both Section 271(B) (viii) [Checklist Item 8] and Section 251(b)(3) call for
“access” and/or “interconnection” related to directory listings. The Act

elsewhere specifically defines what subscriber list information means in Section
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222(f)(3). In no place does the Act place any other directory requirements on
BellSouth. US LEC’s argument that BellSouth’s conduct, in BAPCO’s use of

the BellSouth name, violates the Act is incorrect.

BAPCO publishes White Pages directories for BellSouth. BAPCO also
publishes directories on behalf of other local service providers. Having
directories published through a separate entity serves many useful purposes, not
the least of which is the focus it provides in offering listings, advertising and
other services to local service providers like US LEC. We offer customer éuide
pages to LECs, listing related training and other services to LECs. The fact is,
however, that the directory business is in another BellSouth entity, because it is
different and appropriately separate from the regulated tetephone business, and”~ |
not because BellSouth would avoid any obligation placed by the Commission

separate and apart from this more narrow proceeding.

IN HER TESTIMONY ON PAGE 4, MS. MONTANO STATES THAT ICG
AND NEXTLINK WERE INCLUDED ON THE NASHVILLE,
TENNESSEE DIRECTORY COVER, WHILE US LEC WAS NOT
INCLUDED. PLEASE EXPLAIN.

Both ICG and Nextlink were on the cover of the Nashville directory for one
book and only one ti-rr;el. That one instance was the result of a temporary
settlement with the Commission and parties to the special docket pending
appeal. We are no longer required to include any other local service provider’s

name or logo on our directory covers by order of the Court of Appeals, by




~N @ O AW N -

4]

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

virtue of the stay issued by the court. In fact, subsequent White Pages
directories have been published for Nashville and other Tennessee cities since

that time, without any ALECs’ names on the cover.

Issue 2: Should BellSouth be required to provide US LEC’s Subscriber Listing
Information (“SLI") to third party publishers? If so, under what terms?

Q. ON PAGE 5, MS "MONTANO SAYS THAT BELLSOUTH
INACCURATELY STATES THAT THE DISPUTE UNDER ISSUE 2 IS'
WHETHER “BELLSOUTH {IS] REQUIRED TO PROVIDE US LEC’S
SUBSCRIBER LISTING INFORMATION (‘SLI'") TO THIRD PARTY
PUBLISHERS.” PLEASE EXPLAIN.

A BellSouth is asking this Commission to confirm that there is no requirement
under the Act or the FCC’s rules for BellSouth to provide US LEC’s SLI to
third party publishers. Since there is no such requirement under the Act or the
FCC’s rules, it would be inappropriate for this Commission to either require
BellSouth to provide US LEC’s SLI to third party publishers, or to mandate the
terms under which BellSouth might provide such listings. In fact, BellSouth has
agreed to provide US LEC’s SLI to third pa.rfy publishers as a voluntary,
negotiated agreement, outside the requirements of the Act or the FCC’s rules.
The dispute between t'hel parties is whether BellSouth should be required to pay
US LEC a proportionate share of any revenues BellSouth may receive for
providing US LEC’s customer lists to third parties. BellSouth’s position is that

it is not appropriate for this Commission to require any such sharing of
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revenues or to mandate any terms for a voluntary offer that is not an obligation
of BellSouth. If US LEC wants to receive compensation for its own SLI, it can
provide the information to third party publishers itself, as, in fact, other ALECs

have chosen to do.

ON PAGE 7, MS. MONTANO CITES FCC RULE 51.217(c)(3)(i) AS
REQUIRING BELLSOUTH TO PROVIDE US LEC’S SLI TO THIRD
PARTY PUBLISHERS. DOES THE RULE MAKE SUCH A
REQUIREMENT?

No. FCC Rule 51.217(c)(3)(i) states: “A LEC shall permit competing
providers to have access to its directory assistance services so that any
customer of a competing provider can obtain directory listings, except as
provided in paragraph (c)(3)(iii) of this section, on 2 nondiscriminatory basis,
notwithstanding the identity of the customer’s local service provider, or the
identity of the provider for the customer whose listing is requested.” This is a
requirement that customers of competing providers be able to obtain Directory
Assistance listings. Clearly, this rule does not require BellSouth to provide US

LEC’s or any other ALEC’s listings to directory publishers.
DOES BELLSOUTH HAVE AGREEMENTS WITH OTHER ALECS TO
PROVIDE COMPENSATION AS A RESULT OF PROVIDING THE

ALEC’S SUBSCRIBER LIST TO THIRD PARTIES?

No. BellSouth does not have any agreements with ALECs or Independent
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Companies (ICOs) to share any compensation received from third party
publishers as a result of providing other companies’ subscriber listings. In the
past, we compensated ICOs for provision of their listings. However, in the Fall
of 1999, through renegotiation of ICO agreements, we specified in all the
contracts that compensation for such listings would not apply. We are not

currently paying any ICOs for these listings.

8 Issue 3: Should BellSouth be permitted to designate more than one Point.of

9 Interface in the same LATA for BellSouth originated traffic to be delivered to US

10 LEC? If so, under what conditions?

11

12 Issue 5: Should parties be required to provide facilities for the transport of traffic - i

13 from a Point of Interface (POI) to their own end users?

14
15
16
17
18
19
20
21
22
23
24
25

Q.

A

WHAT IS THE ESSENCE OF THE DISPUTE BETWEEN THE PARTIES
ON THESE ISSUES?

As I stated in my direct testimony, in a nutshell, these issues are about whose
customers should pay for the costs that US LEC creates as a result of its
network design decisions. US LEC wants BellSouth’s customers to bear those
costs. Not surprisingly, BellSouth’s position is that US LEC’s customers
should bear the costé of US LEC’s decisions. All of the discussion concerning
who gets to establish points of interconnection, how many points there will be,
when reciprocal compensation applies to the facilities, etc. are simply a means

to an end. And that end is whether customers that US LEC does not serve

-
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should bear the additional costs that result from US LEC’s network design or
whether US LEC’s own customers should bear those costs. Although the
processes required to implement the parties’ positions concerning network
interconnection are very complicated, the Commission only has to decide

whether US LEC should bear the full costs of its network design.

BEGINNING AT PAGE 10, MR. GATES’ TESTIMONY IMPLIES THAT
US LEC’S NETWORK DESIGN REPRESENTS AN EFFICIENT
NETWORK ARCHITECTURE. PLEASE RESPOND.

US LEC equates efficiency with what is cheapest for US LEC. As explained in
my direct testimony (pages 18-19), to measure efficiency, the cost to every
carrier involved should be considered. A principal reason that US LEC’s
choice is more economical for US LEC is that it expects BellSouth’s customers
to bear substantially increased costs that US LEC causes by its network design.
As I described in detail in my direct testimony, it simply doesn’t make any sense
for BellSouth to incur the cost of hauling a local Lake City call outside the local
calling area with no compensation just because US LEC wants us to do so. If
US LEC bought these facilities from anyone else, US LEC would pay for the
facilities. However, US LEC doesn’t want to pay BellSouth for the same

capability.

US LEC’s method of transporting local traffic is clearly more costly to
BellSouth, but US LEC blithely ignores the additional costs they want
BellSouth to incur. (Exhibit CKC-1 of my direct testimony includes diagrams

-

-
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which illustrate the additional costs caused by US LEC.) Of course, these
increased costs will uitimately be borne by customers. If US LEC has its way,
these costs will be borne by BellSouth’s customers. I submit that competition
should reduce costs to customers, not increase them. Competition certainly is
not an excuse for enabling a carrier to pass increased costs that it causes to
customers it doesn’t serve. BellSouth requests that this Commission require
US LEC to bear the cost of hauling local calls outside BellSouth’s local calling

areas.

PLEASE RESPOND TO MR. GATES’ STATEMENT, AT PAGE 25, THAT
“EACH LEC BEARS THE RESPONSIBILITY OF OPERATING AND
MAINTAINING THE FACILITIES USED TO TRANSPORT AND
DELIVER TRAFFIC ON ITS SIDE OF THE POI. ... LIKEWISE, AN
INTERCONNECTING TERMINATING LEC WILL BEAR
RESPONSIBILITY FOR THE FACILITIES ON ITS SIDE OF THE POI,
BUT THEN RECOVER THE COSTS OF TRANSPORTING AND
TERMINATING TRAFFIC OVER THOSE FACILITIES FROM THE
ORIGINATING LEC, IN THE FORM OF RECIPROCAL
COMPENSATION.”

Mr. Gates is wrong. As I described in my direct testimony, the facilities
discussed in this issue 'féclilitate interconnection. These are not transport and
termination facilities. In paragraph 176 of FCC Order 96-325, the FCC clearly
stated that interconnection does not include transport and termination. Indeed,

reciprocal compensation charges for transport and termination apply only to

i0
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facilities used for transporting and terminating traffic, not for interconnection of

the parties’ networks.

ON PAGES 24-25, MR. GATES CITES THE JUNE 21, 2000 FCC ORDER
IN THE TSR WIRELESS COMPLAINT CASE AGAINST US WEST AS
EVIDENCE THAT “EACH LEC BEARS THE RESPONSIBILITY OF
OPERATING AND MAINTAINING THE FACILITIES USED TO

‘TRANSPORT AND DELIVER TRAFFIC ON ITS SIDE OF THE POI. THIS

RESPONSIBILITY EXTENDS TO BOTH THE TRUNKS AND
FACILITIES AS WELL AS THE TRAFFIC THAT TRANSITS THOSE
TRUNKS AND FACILITIES.”

FURTHER, MR. GATES STATES, “US LEC SHOULD NOT HAVE TO
PAY BELLSOUTH FOR THE INTERCONNECTION TRUNKS AND
FACILITIES THAT TRANSPORT BELLSOUTH-ORIGINATED TRAFFIC
TO US LEC FOR TERMINATION.” (PAGE 26) PLEASE RESPOND.

I think the case Mr. Gates relies upon is very important and does provide clear
direction on this point. It does not, however, make the point that Mr. Gates
asserts, that is, that BellSouth is required to ﬁaul traffic from a remote local
calling area to US LEC’s single point of interconnection in a LATA, if that is
what Mr. Gates actua.llj‘r believes.

To the contrary, the Order Mr. Gates cites is completely consistent with

BellSouth’s position in this case. In the TSR Order, the FCC determined a

11
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couple of things. First, the FCC identified the MTA as the local calling area for
telecommunications traffic between a LEC and a CMRS provider as defined in
47 CFR Section 51.701(b)(2). That really isn’t in dispute and wasn’t in dispute
in the TSR case. The MTA has been defined, for CMRS purposes, as a local
calling area. Second, the FCC determined that this rule, when read in
conjunction with 51.703(b) requires LECs to deliver, without charge, traffic to
CMRS providers anywhere within the local calling area, or MTA, in which the
call originated. This point is really important and the FCC order deserves
quoting. The FCC in the TSR order, at page 22, said that local exchange '
carriers are required “to deliver, without charge, traffic to CMRS providers
anywhere within the MTA in which the call originated, with the exception of
RBOCs....” The FCC did not say, in this case, that local exchange carriers
were required to deliver calls to CMRS providers to points outside the MTA in
which the call originated, but rather only had to deliver such traffic at no charge
within the MTA where the call originated.

With regard to traffic that originates on the incumbent local exchange carrier’s
network, the relevant area in which the traffic has to be delivered free of charge
is defined in Section 51.701(b)(1) as the “local service area established by the

state commission.” To clarify, Section 51.701(b) provides as follows:

() Local telecommunications traffic. For purposes of this subpart,

local telecommunications traffic means:
(1) telecommunications traffic between a LEC and a

telecommunications carrier other than a CMRS provider that

12
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originates and terminates within a local service area
established by the state commission; or

(2) telecommunications traffic between a LEC and a CMRS
provider that, at the beginning of the call originates and
terminates within the same Major Trading Area, as defined in §

24.202(a) of this chapter.”

.Therefore, BellSouth is not required, with regard to LEC to ALEC traffic to

deliver the traffic without charge to US LEC to any point outside of the “local
service area established by the state commission.” This is entirely consistent
with BellSouth’s position. We are only obligated to deliver local calls to US
LEC at a point within the local calling area where the call originates. The -
portion of the FCC order quoted on pages 25 and 26 of Mr. Gates’ testimony
must be read in the complete context of this order, which clearly limits
BellSouth’s obligation to deliver traffic to US LEC at no charge to only within
the local calling area.

HOW DOES THE FCC ADDRESS THE ISSUE OF ADDITIONAL COSTS
CAUSED BY AN ALEC’S CHOSEN FORM OF INTERCONNECTION?

As stated in my direct testimony (page 19) in its First Report and Order (Order
No. 96-325) in Docket §6—98, the FCC states that the ALEC must bear those
costs. Paragraph 199 of the Order states that “a requesting carrier that wishes a

‘technically feasible’ but expensive interconnection would, pursuant to section

13




—

w

O @© ~N O » b

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

252(d)(1), be required to bear the cost of that interconnection, including a
reasonable profit.” Further, at paragraph 209, the FCC states that:

Section 251(c)(2) lowers barriers to competitive entry for carriers that
have not deployed ubiquitous networks by permitting them to select the
points in an incumbent LEC 's network at which they wish to deliver
traffic. Moreover, because competing carriers must usually
compensate incumbent LECs for the additional costs incurred by
providing interconnection, competitors have an incentive to make
economically efficient decisions about where to interconnect.”

(emphasis added)
BellSouth’s position on this issue is consistent with the FCC’s Order.

ON PAGE 11, MR. GATES CITES FPSC ORDER NO. PSC-97-0122-FOF-
TP (FEBRUARY 3, 1997) AND THE FCC ORDER APPROVING
SOUTHWESTERN BELL’S ENTRY INTO THE TEXAS LONG
DISTANCE MARKET AS EVIDENCE THAT AN ALEC HAS THE
OPTION TO INTERCONNECT AT ONLY ONE TECHNICALLY
FEASIBLE POINT IN EACH LATA. PLEASE COMMENT.

We agree that the FCC Order No. 00-238 {CC Docket No. 00-65, Released
June 30, 2000 at paragraph 78) states that an ALEC has the option to
interconnect at only one technically feasible point in each LATA. As stated in

my direct testimony, US LEC can pick any POI in the LATA that is technically

14




® ~N O O & W N

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

feasible. It can choose one or more POIs in the LATA. However, US LEC still
has financial responsibility for getting to the local network where it wishes to
serve customers; and BellSouth is not obligated to deliver at no charge its
originating traffic to US LEC’s POI outside the local calling area where the

calls originate.

PLEASE COMMENT ON MR. GATES’ CLAIM, AT PAGE 14, THAT
ALECS HAVE THE RIGHT TO DESIGNATE POIS, BUT ILECS SUCH AS
BELLSOUTH DO NOT. '

Mr. Gates is incorrect. As explained in my direct testimony (pages 22-25), the
FCC permits ALECs to designate a POI on the [LEC’s network for traffic -
originated by the ALEC. It does not allow the ALEC to specify a POI for
traffic originated on the [LEC’s network. (See discussion in my direct
testimony on pages 22-24, quoting the FCC’s Local Competition Order.) The
POI for BellSouth’s originated traffic is a single point in a local calling area to
which BellSouth will deliver all of its customers’ traffic to the ALEC. The
traffic originated by all BellSouth customers in a local calling area would be
transported by BellSouth to a single point in that local calling area at no charge
to the ALEC. This point represents the highést degree of aggregation for the
local calling area that BellSouth can provide to US LEC. Assuming there is
more than one wire ceht‘e‘r in the local calling area, US LEC can then pick up all
of BellSouth’s traffic that originates in that local calling area at a single point

rather than having to pick up the traffic at each individual wire center.

15
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Mr. Gates cbmplains that BellSouth doesh’t have the authority to deliver its
originated traffic in this manner. I disagree. As stated in my direct testimony,
BellSouth has the right to establish a single POI in each local calling area for its
originating traffic. If BellSouth didn’t aggregate the traffic in this way, the cost
to US LEC likely would be higher. However, if US LEC wants to pick up the
traffic at each of BellSouth’s end offices instead of using the BellSouth

designated POI, it certainly is free to do so.
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Q. PLEASE COMMENT ON MR. GATES’ IMPLICATION AT PAGE 14
THAT US LEC’S ABILITY TO COMPETE WOULD BE HAMPERED BY
US LEC’S INABILITY TO OBTAIN FREE FACILITIES FROM
BELLSOUTH.

A Mr. Gates is incorrect. I addressed this thoroughly in my direct testimony at

Issue 4: What is the appropriate definition of “serving wire center” for purposes of

defining transport of the parties’ respective traffic?

Q.

pages 21-22. As I have already stated, all carriers must bear their own costs of
interconnection. Therefore, US LEC is in the same competitive position as
other carriers. Apparently, what US LEC believes is that instead of bearing its
own costs, it should be able to have BellSouth’s customers subsidize its

interconnection in a way that, in fact, would give it an unfair advantage.

WHAT HAS US LEC PROPOSED AS THE DEFINITION OF A SERVING

WIRE CENTER?

le
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On page 16 of the testimony of Mr. Gates, US LEC states that generally, “a
serving wire center is synonymous with a central office.” Mr. Gates goes on to
say that by central office, he is referring “to a ‘class 5’ central office where the
local exchange company terminates the subscriber outside plant.. Essentially, a
serving wire center is the central office with entrance facilities for the ALEC.”
As I explained in my direct testimony, BellSouth’s proposed definition of
serving wire center is “the wire center owned by one Party from which the
other Party would normally obtain dial tone for its Point of Presence.” A
serving wire center is not synonymous with central office. Instead, a serving
wire center is a specific central office determined by the location of the ALEC’s
point of presence. Mr. Gates seems to acknowledge this by recognizing thata * -
switch would have entrance facilities for the ALEC. BellSouth agrees, and the

entrance facilities are in fact local channels as proposed by BellSouth.

ON PAGES 17-19 OF HIS TESTIMONY, MR. GATES ILLUSTRATES AN
EXAMPLE WHICH “HIGHLIGHTS THE ANTICOMPETITIVE IMPACT
OF BELLSOUTH’S PROPOSAL TO UNILATERALLY DESIGNATE POIS
FOR BELLSOUTH-ORIGINATED TRAFFIC. IF BELLSOUTH
DESIGNATES POIS AT END OFFICES SOME DISTANCE FROM US
LEC’S POI, THE INTERCARRIER COMPENSATION WILL NOT BE
SYMMETRICAL” (PAGE 19) DO YOU AGREE?

No, BellSouth does not agree that US LEC or any other ALEC is, or will be,

disadvantaged by BellSouth’s placement of POIs. The issue here is not whether

17
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or not US LEC will be disadvantaged through a proposed definition of serving
wire center. US LEC plainly seeks to receive Dedicated Interoffice Channel
Transport rates when it is not performing the function that entities an ALEC to
such compensation. Dedicated Interoffice Channel Transport is charged for
transport between two Bellsouth wire centers or two US LEC wire centers. As
Mr. Gates’ diagrams show, US LEC has only one wire center and therefore is
not providing interoffice transport. However, BellSouth has two wire centers,
and is entitied to charge for the interoffice transport when it provides this

function.

Issue 6a: Which rates should apply for the transport and termination of local
traffic: composite or elemental?
Issue 6b: If elemental rates apply, should US LEC be compensated for the tandem

switching elemental rates for purposes of reciprocal compensation?

Q. ON PAGE 31, MR. GATES STATES THAT RECIPROCAL
COMPENSATION RATES THAT US LEC CHARGES BELLSOUTH
MUST BE SYMMETRICAL WITH THE RECIPROCAL COMPENSATION
RATES THAT BELLSOUTH CHARGES US LEC. 1S BELLSOUTH
PROPOSING SOMETHING DIFFERENT?

A No. BeliSouth is prol:;osing that symmetrical reciprocal compensation rates
apply to the extent that both parties are serving a comparable geographic area
and are performing the same function. Mr. Gates even states that US LEC’s

proposed composite rate is the sum of the individual rate elements for tandem
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switching, tandem transport termination, tandem transport mileage and end
office switching. To the extent that both parties are performing the same
functions, and that tandem switching is applicable, reciprocal compensation is
symmetrical for this function. The difference in the parties’ positions is that US
LEC’s composite rate would result in US LEC being compensated for tandem
switching and transport, regardless of whether it provides these services or

serves a comparable geographic area.

ON PAGE 31, MR. GATES SAYS THAT THE APPROPRIATE RATES

FOR RECIPROCAL COMPENSATION ARE BELLSOUTH'S TARIFFED
RATES FOR TANDEM SWITCHING, TANDEM TRANSPORT
TERMINATION, TANDEM TRANSPORT MILEAGE AND END OFFICE -~

SWITCHING. DO YOU AGREE?

No. As stated in my direct testimony (page 30), the appropriate rates are the
UNE reciprocal compensation rates as previously approved by this
Commission, with the distinction that all of the rates apply only if the applicable

facilities are actually used to transport or terminate the local call within the local

calling area.

MS. MONTANO HAS LISTED THE GEOGRAPHIC AREA SERVED BY
US LEC’S SWITCHES IN FLORIDA ON PAGE 11 OF HER TESTIMONY.
BASED ON THIS TESTIMONY, DO US LEC’S SWITCHES IN FLORIDA
SERVE A GEOGRAPHIC AREA COMPARABLE TO BELLSOUTH’S

TANDEM SWITCHES?

19
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A. No. Based on the number of customers served, I do not believe that US LEC is
serving a comparable geographic area. Based on Ms. Montano’s testimony, it
is impossible to determine where US LEC’s customers are located. For
example, in Orlando, US LEC has 337 customers throughout 12 wire centers.
This could mean that US LEC has 11 wire centers with one customer each and
one wire center with 326 customers. This would not demonstrate that US LEC

is serving a comparable geographic scope.

WHAT EVIDENCE DOES BELLSOUTH HAVE TO DEMONSTRATE ITS
TANDEM SWITCH COVERAGE?

Attached to this testimony as Exhibit CKC-3 are BellSouth’s maps indicating
the areas served by BellSouth’s Local Tandems in the Orlando, Jacksonville and
Southeast LATAs in Florida. BeliSouth’s local tandems serve wire centers as
shown on the maps in various colors as noted in the legend on each map. These
various colored wire centers are only those that home on the applicable local
tandem for completion of calls in their basic local calling areas. Note that the

independent wire centers have an X in the 7" character position.

DO YOU AGREE WITH MR. GATES’ CLAIM (PAGE 33) THAT WHEN
THE ALEC’S SWITCH SERVES AN AREA COMPARABLE TO THE
AREA SERVED BY BELLSOUTH’S TANDEM SWITCH THAT THE
ALEC HAS MET THE “SINGLE CRITERION” TO ALLOW THE ALEC
TO CHARGE THE TANDEM SWITCHING RATE?

20
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No. As discussed in my direct testimony (pages 37-38), clearly, the FCC has a
two-part test to determine if a carrier is eligible for tandem switching; an
ALEC’s switch must serve the same geographic area as the [ILEC’s tandem
switch, and an ALEC’s switch must perform local tandem switching functions.
This position was reiterated by the U.S. District Court in MCI

Telecommunication Corp. v. Illinois Bell Telephone, and the Ninth Circuit

- Court of Appeals in U.S. West Communications v. MFS Intelenet. Inc, et. al,

as cited in my direct testimony.

WHAT WAS THE STATUS OF THE FCC’S RULE 51.711 AT THE TIME
OF THESE RULINGS? N

At the time of both rulings, the Eighth Circuit had reinstated Rule 51.711.
Also, the FCC’s Rule 51.711 was in effect at the time that the Illinois
Commerce Commission and the Washington Utilities and Transportation

Commission made their original rulings in these cases.

ON PAGES 32-33, MR. GATES QUOTES FCC RULE 51.711(a), PLACING
EMPHASIS ON SUBPART (3) OF THE RULE AND IGNORING SUBPART
(1). IN YOUR OPINION, HAS MR. GATES ACCURATELY
INTERPRETED THIS RULE?

Absolutely not. Mr. Gates self-servingly ignores subpart (1) of this rule.
Subpart (1) clearly states that symmetrical rates assessed by an ALEC upon an

21




1 ILEC for transport and termination of local traffic are equal to the rates “that

2 the incumbent LEC assesses upon the other carrier for the same services.”
3 (emphasis added) “Same services” equates to the same functions that the ILEC
4 performs to transport and terminate the ALEC’s onginating local traffic. US
5 LEC is only entitled to assess tandem switching charges upon BellSouth when
8 US LEC actually performs the tandem switching function for local calls and
7 actually serves an area geographically comparable to the area served by
8 Bellsouth’s tandem switch to terminate a local call originating from a BellSouth
9 end user. Similarly, BellSouth may only seek recovery of tandem switchjn’g
10 charges from US LEC when BeilSouth performs the tandem switching function
11 to terminate a local call originating from a US LEC end user.
12

13 Q. HAS THE COMMISSION PREVIOUSLY DECIDED ON THIS ISSUE?

14

15 A Yes. In my direct testimony I discussed several decisions by the Commission
16 addressing both the geographic coverage and functionality criteria that an

17 ALEC must meet to be eligible to charge for tandem switching. Just as in the
18 Intermedia arbitration case, US LEC has failed to demonstrate that it meets the
19 geographic and functionality criteria required before US LEC is eligible for

20 tandem switching compensation. |

21

22 Issue 7: Should ISP-bound }rafﬁc be treated as local traffic for the purposes of
23 reciprocal compensation, or should it be otherwise compensated?

24
25 Q. MR. GATES EXPOUNDS AT LENGTH (PAGES 35-61 ON US LEC’S

22
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POSITION THAT ISP-BOUND TRAFFIC SHOULD BE TREATED AS
LOCAL TRAFFIC FOR THE PURPOSES OF RECIPROCAL
COMPENSATION. PLEASE RESPOND.

BellSouth's position on this issue is that ISP-bound traffic is not local traffic
eligible for reciprocal compensation. Our position has been presented to this

Commission at length in three recent arbitration proceedings: arbitrations

. between BellSouth and ITC"DeltaCom, Intermedia and Global NAPS. As

stated in my direct testimony, BellSouth agrees to apply the Commission’s
Order in the Intermedia Arbitration proceeding (Order No. PSC-00-1519-FOF-
TP, dated August 22, 2000) to this case, as an interim mechanism. However,
BeliSouth contends that the interim mechanism must be subject to true-up,
pending an order from the FCC on inter-carrier compensation for ISP-bound
t_rafﬁc. BellSouth agrees to this as a conciliatory offer that avoids requiring the
Commission to rehear this issue. BellSouth reserves the right, however, to

appeal or seek judicial review on this issue.

IF THIS COMMISSION DETERMINES THAT COMPENSATION
SHOULD BE PAID FOR ISP-BOUND TRAFFIC, WHAT SHOULD BE THE
RATES?

BellSouth’s position is that a minute of use (MOU) compensation arrangement
should not be applied to ISP-bound traffic. However, if this Commission
considers a MOU compensation arrangement, at a minimum it should consider

the characteristics of ISP calls as distinguished from local calls, as this
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Commission found in its order in the Global NAPs arbitration with BellSouth

(Order No. PSC-00-1680-FPF-TP, dated September 19, 2000).

Local exchange rates do not take into account and compensate for access
service such as ISP-bound traffic or traffic sent to IXCs. Access service
characteristics were never considered when local rates were established.
Further, ISP-bound traffic bears little resemblance to local traffic. Indeed, for
BellSouth the typical call duration for a local call is between three and four
minutes. On the other hand, an Internet call session generally lasts much ionger
than three to four minutes and may last several hours. As additional evidence,
attached to my testimony as Exhibit CKC-4 is a Report of the NARUC Internet
Working Group (March, 1998), and two supporting Bellcore studies which -~
state that an average ISP-bound call is 20 minutes as opposed to an average

voice call of three minutes.

HOW DO COSTS SUPPORTING COMMISSION APPROVED
RECIPROCAL COMPENSATION RATES FOR LOCAL CALLS
COMPARE TO COSTS FOR ISP CALLS?

Costs per minute for ISP calls are lower than such costs for local calls. The
cost for local calls is a combination of call set-up cost and a per minute cost. In
the cost support for fécip;ocal compensation, the cost of call set-up is spread
over the average duration of a local call, which is around 3 minutes. Assuming
that the average duration of ISP calls is 20-25 minutes, using the same

reciprocal compensation rate for local and ISP calls means that call set up cost
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would be over recovered. Therefore, any per minute reciprocal compensation
rate, if applied to ISP-bound traffic, should be a lower per minute rate to

account for the longer cail duration.

WHAT IMPACT WOULD THE DIFFERENCE IN HOLDING TIMES
HAVE ON THE COMMISSION’S PREVIOUSLY APPROVED RATES?

The Commission’s previously approved reciprocal compensation rates are
clearly overstated for a carrier, such as US LEC, that is predominately, if not
entirely, serving ISPs. The effect is reflected most in the costs for end office

switching. The Commission approved a rate of $.002 per minute to recover

end office switching. The cost study for that rate included call setup costs to bé i

recovered on a per minute of use basis; the more minutes that a call takes, the
lower the per minute setup cost. The cost of $.002 per minute was based on
local calls only with an average call duration of 2.708 minutes per call. Using
an average call duration of 20 minutes, which more closely resembies ISP calls,
would reduce costs by 36%. This reduction would result in a cost of $.00128
for ISP calls using the Commission’s approved methodology. The
Commission’s approved reciprocal compensation rates for tandem switching
and common transport would also overstaté cost; however, the magnitude
would be much less than the impact on end office switching costs. Again,
BeliSouth is not proposmg to apply reciprocal compensation to ISP traffic.
This analysis is provided to show that the previously adopted rates for

reciprocal compensation would overstate costs of ISP traffic.

25
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1 Issue 8: Should US LEC be allowed to establish its own local calling areas and

2 assign its NPA/NXX for local use anywhere within such areas, consistent with

3 applicable law, so long as it can provide information permitting BellSouth as the

4 originating carrier to determine whether reciprocal compensation or access charges
5 are due for any particular call?

6

7 Q MR. GATES, AT PAGE 62, STATES “BELLSOUTH DOES NOT INCUR

8 -ANY ADDITIONAL COSTS IN DELIVERING TRAFFIC TO US LEC’S
9 SWITCH BASED ON THE LOCATION OF US LEC’S CUSTOMERS.” |
10 PLEASE COMMENT.
11

12 A US LEC, based on the testimony of Mr. Gates, is missing the point. Reciprocal -

13 compensation is to cover the cost of transporting and terminating local calls. It
14 is the terminating carrier that incurs these costs, and, therefore, collects the

18 money. Second, the end points of a call determine whether or not a call is local.
16 Clearly, when a BeflSouth customer calls a US LEC customer in a different

17 local calling area, it is not a local call, regardless of where US LEC’s switch is
18 located, and what cost BellSouth incurs to get the call to that switch. US LEC
19 is not entitled to reciprocal compensation for these calls.

20

21 Q. BEGINNING ON PAGE 63 OF HIS TESTIMONY, MR. GATES
22 DISCUSSES THREE A;I:.LEGED “SIGNIFICANT NEGATIVE IMPACTS”

23 OF BELLSOUTH'S PROPOSED LANGUAGE WITH RESPECT TO
24 ASSIGNMENT OF CODES. PLEASE ADDRESS EACH OF THESE

25 ALLEGATIONS.
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Mr. Gates makes the following three allegations that occur with BellSouth’s

proposed language:

o BellSouth would be able to evade its reciprocal compensation obligations
under the 1996 Act;

o Contrary to one of the findamental goals of the 1996 Act, the language
would have a negative impact on the competitive deployment of affordable
dial-up Internet services; and

e BellSouth would have a competitive advantage over US LEC in the ISP

market.

BellSouth disagrees. BellSouth would not be evading any reciprocal
compensation obligations under the Act. The Act requires reciprocal
compensation for the transportation and termination of local traffic. The traffic

under discussion, as shown above, is not local.

BellSouth’s position has no impact on US LEC’s ability to serve ISPs. US
LEC is free to target and select customers, and assign telephone numbers as it
chooses. BellSouth is only saying that calls originate and terminate with
customers in different local calling areas are not local and, therefore, are not

subject to reciprocal compensation.
Furthermore, BellSouth’s proposed language would not grant us an advantage

in the ISP market. Due to the FCC’s exemption of ISP-bound traffic from

access charges, BellSouth is limited to charging its ISP customers the tariffed
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business local exchange rate. ALECs like US LEC generally have more

flexibility in their pricing.

ON PAGE 64, MR. GATES STATES THAT “PLACING LIMITATIONS ON
RECIPROCAL COMPENSATION BY REFERRING TO A CUSTOMER'S
PHYSICAL LOCATION WOULD GIVE BELLSOUTH THE ABILITY TO
RECLASSIFY LOCAL CALLS AS TOLL CALLS.” IS THIS A VALID

STATEMENT?

Absolutely not. US LEC is the party attempting to reclassify the nature of the
call, from toll to local. An FX call or Virtual NXX cail that crosses local calling
area boundaries is a toll call, which should not be subject to reciprocal -
compensation. If the provider of the FX or Virtual NXX service chooses not to
bill its customer for toll service, that is its choice; however, the billing
alternative does not change the nature of the call. An example of this is FX
service. In this instance, the call originates and terminates in two different local
calling areas. While the originating party may be charged as if this is a local
call, in reality the terminating party is paying for the call through FX charges.

ON PAGES 70-75, MR. GATES PRESENTS DIAGRAMS CLAIMING TO
DEMONSTRATE THAT ISP-BOUND CALLS SERVED THROUGH A
VIRTUAL NXX ARRANGEMENT ARE NO DIFFERENT THAN “OTHER
LOCAL CALLS.” DO YOU AGREE WITH HIS CHARACTERIZATION?

28

-



w N

o O ~ O » nh

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

A

No. Idisagree. First, BellSouth agrees with the FCC’s determination that ISP-
bound calls are interstate. However, this issue is not an ISP issue. I will
therefore respond to Mr. Gates diagrams by assuming that the US LEC
customer is not an ISP. Given this fact, BellSouth would agree that Diagrams 5
and 7 represent local calls. We also agree that our obligation for delivering our
originating traffic is the same in both diagrams. However, our obligation is not
as described by Mr. Gates. Our obligation is as I described earlier in my
testimony. That is, BellSouth must deliver its originating traffic, at no charge,
to a point in the local calling area (LCA) where the call originates. In Diagram
S, that could be at the POI as shown by Mr. Gates. However, in Diagram 7, it
would be at a point in LCA2, not the POl in LCA 1. BellSouth does not agree
that Diagrams 6 and 8 represent local calls. In both of these diagrams, the -
originating party is in one LCA and the terminating party is in a different LCA.
Reciprocal compensation would not apply to these cases. BellSouth’s
obligation to deliver the originating traffic is still limited to a point within LCA

1 in both diagrams.

IS US LEC’S POSITION ON THIS ISSUE CONSISTENT WITH THE
ARGUMENTS THAT ALECS HAVE USED AS RATIONALE THAT ISP-
BOUND CALLS ARE LOCAL?

No. The argument by‘ ALECs that ISP-bound calls are local has been that there
are really two calls. ALECs have argued that the first call terminates at the ISP
server, which was portrayed as a local call. The second call then left the ISP

server in the local calling area and went to the Internet. While BellSouth

29




A W N

© O ~N o »n

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

disagrees with this argument, it is important to note that in the context of this
issue, the “first” call as described by the ALECs is not even a local call, and by

their own argument, would not be subject to reciprocal compensation.

ON PAGES 79 AND 80, MR. GATES STATES THAT “THE COSTS

ASSOCIATED WITH ACCESSING THE INTERNET WOULD INCREASE”

[F BELLSOUTH RESTRICTS ALECS’ USE OF NXX CODES. PLEASE
COMMENT.

First, let me reiterate, BellSouth is not attempting to restrict US LEC’s use of
NXX codes. Second, as [ have already stated, reciprocal compensation is
designed to compensate a carrier for transporting and terminating a local cail.
Long distance calls have different compensation mechanisms that apply and
would continue to apply in the cases we have been discussing. In the FX
example I described earlier, BellSouth charges the FX customer appropriate
charges to cover BellSouth’s costs. US LEC should do the same. For
example, the rate elements of BellSouth’s FX service include local channel,
interoffice channel, bridging equipment charge, exchange access, and usage
charges (See BellSouth General Subscriber Service Tariff, Section A9.) When
US LEC assigns telephone numbers to a customer in a way that allows people
to make a long distance call to that customer but not be charged for a long
distance call, US LEC; si)c;uld recover its costs from the customer who is

benefiting — not try to recover those costs from BellSouth.

25 Issue 9: Should ISP-bound traffic be considered local traffic for the purposes of

30
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MR. GATES STATES US LEC’S POSITION (PAGE 82) THAT ISP-
BOUND TRAFFIC IS LOCAL AND, THEREFORE, SHOULD BE
INCLUDED IN THE PLU CALCULATION. PLEASE RESPOND.

BellSouth’s position is the same as stated in my direct testimony: The PLU

the PLU is multiplied to a minutes of use total to determine minutes for
application of reciprocal compensation, then only minutes of local traffic subject
to reciprocal compensation should be included in calculating the factor.

BellSouth’s position is that ISP-bound traffic calls are not local, are not subject ™~

to reciprocal compensation, and should not be included in the PLU factor.
DOES THIS CONCLUDE YOUR TESTIMONY?

Yes.

‘factor should be developed on the same basis upon which it is applied; that is, if

31
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BellSouth Jacksonville LATA - Local Tandem Serving Area
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BellSouth Orlando LATA - Local Tandem Serving Area
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BellSouth Southeast LATA - Local Tandem Serving Area
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1. Introduction

Growing use of the public switched telephone network (PSN)' to access the Intemnet presents
new, difficult policy concemns for regulators. Promotion of Intemet use is consensus public
policy nationally and even worldwide. But snowballing Internet growth has costs and allocative
implications for Internet relayers (mcluduxg providers of both the backbone network and access),
for intermediate telecommunications carriers, and for end users, including both individuals and

businesses.

This report is the product of efforts by members of the National Association of Regulatory
Commissioners INARUC) Communications Committee and Communications StafT
Subcommitiee to address current public policy issues on use of the PSN to access Internet
services to exchange messages and information, transfer data, and conduct transactions. Some of
the issues were first formally raised before the Staff Subcommittee in a provocative panel
discussion at the NARUC Winter Meetings in Washington, D.C., in February 1997, The Intemnet
Working Group was formed at the winter meetings and sent a questionnaire to industry players in
mid-April 1997. The Working Group reviewed responses to its questionnaire, comments filed at
the FCC Notice of Proposed Rulemaking (NPRM) on Access Charges? and comments filed in
response to the FCC Notice of Inquiry (NOI) regarding use of the PSN by Internet service
providers.’ A follow-up panel presented further discussion of the issues before the NARUC
Communications Committee at its summer meetings in San Francisco in July 1997, The first
draft of this paper was presented along with a request for comment at the NARUC Annual
Mecting in Boston in November 1997,

AT&T reponis that there will be 30 million Internet accounts for 43.2 million households and 2.1
million businesses by the year 2000. This growth will help people to do such things as pay bills,
improve themselves through education, and work at home. Demands will also be made of the
network 10 provide greater and greater bandwidth as multimedia, voice and other Intemet
applications become more commonplace. Intermediate telecommunications carriers (the ones
that connect Internet end users to the Internet) are concerned that these increasing costs are not
being borne by those causing the investments, thus straining the capabilities’of some
telecommunications resources previously deployed for other public and private purposes. The

' The FCC has begun 10 use the term public switched network, or PSN, in place of the public switched telephone
network, or PSTN. The term PSN applies to *any common carrier network that pravides clrcuit switching between
pudlic users.® Newtan's Telecom Dictionary, 9* edmm {New York: Flatiron, 1995), 914.

? FCC 96388, released December 4, 1996, Assn:.i:hnm.m:m. CC Docket 96-262.

¥ FCC 96488, released December 4, 1996, Usage of the Pyblic Switched Network by Information Service and Internat
Ascess Providery. CC Docket 96-263.




FCC's exemption of Internet sesvice providers (ISPs) from access charges may be hindering
migration of Intemnet use to more appropriate technology than the existing PSN, which is
currently designed to handle voice traffic rather than data.

The Internet is first being deployed to large businesses and wealthier, more urban resideqtial
users. Schools, libraries and rural health care facilities nationwide are receiving subsidies for
Internet investments under the Telecommunications Act of 1996, but there-is no promise that
other rural and low-income customers will receive Internet access any time soon. Planning for
universal service has not addressed the means to support a ubiguitous nationa! roliout of
advanced telecommunications services maintained at affordable rates.

in this report, we analyze issues of PSN congcsuon. local access pricing, and universal service
from the perspective of public service commissioas concerned for the public interest, including
the preferences of U.S. customers of telecommunications and Internet services and the broad
range of providers of those services. Intemet issues have also been addressed at the national
level by the Federal Communications Commission (FCC), the Clinton administration, the
National Telecommunications and Information Administration (NTIA) — the Administration’s
policy advisory arm — and the Rural Utility Service (RUS) in the Department of Agriculture.

We first address, in 2 qualitative way, the technical impact of the Intemet on the PSN. We limit
out analysis to consideration of calls dialed to reach the Intemet. Some of this congestion is due
to ISP failure to provide a sufficient number of connections for their users, so the users
experience busy sipnals when they attempt to dial in. We do not address a second problem, the
pheaomenon known as the *worldwide wait,” named because of slow responses 1o user requests
while they are online to the Internet. Nor do we address congestion problems that may arise as a
result of dial-ups o computers that do not involve connections with the Intenet.

In Section If we review technical solutions for the problems posed to the PSN and some other
vehicles for access to the Intemet. The question is posed as to whether the PSN is the
appropriate vehicle in the long term for carrying this traffic or whether some other network is
better suited. We discuss the various technologies that may be used to provide access to the
Intemnet. and their suitability and likelihood of becoming the preferred method of access in the
short term and long term. We provide an initial, broad analysis of the costs of migrating the PSN
1o a data environment and relate this to cusrently available technology and emerging

technologies.

Section 1! attempts to bridge the gap between the current regime of ISP exemption from access
charges and appropriste pricing for the future. We examine the effects of the exemption,

4 Many software prograrms allow the user to instruct the eoinpm:rm continue to diat until it successfully connects with
the other computer. In the woest cases, repeated diaking may tast an hour o more when the ISP has insufficient capacity
for its customers. |f many caliers are engaged in fepeated redialing, their combined calis could make 2 large

contribution to busving out a swiich




exploring the positive and negative results of the exemption up to now and into the futwe for
Internet use and the PSN. We discuss pricing options that may be suitable for high bandwidth

data users as the PSN migrates toward a datz environment.

Section IV is a discussion of some universal service issues raised by deployment of Internet
services. The burden may fall on states to fund any early diffusion of advanced
telecommunications services to high-cost and low-income areas. We examine possible state and
federal policies for making [nternet service available and affordable throughout the United

States.

Having explored all of the issues and provided an analysis of the various dynamics and
viewpoints we summarize the Working Group’s conclusions and recommendations in Section V.

II. Technical Sources and Engineering
Solutions to Possible Internet Congestion

The Intemnet is a packet-switched backbone network designed for data transfer, delivery, and
retrieval. An important difference between packet-based and circuit-based networks (that is, the
traditional, analog, circuit, local portion of the telephone network or PSN) is that the public
switched circuit network relies on a continuous connection through the swiltching and transport
actworks to transfer voice or data, while the packet network is active only when delivering
packets. In a circuit network, a channel is established for communications between the end
users, and that channel is maintained until the connection is terminated. In addition, packets can
be stored ofT-network for later access, delivery, or retrieval by an individual or group of users
and need not be transported in sequence or over the same pathway. Thus a continuous packet
connection to the Internet does not tie up the Intemnet work as an analog circuit connection

* would.

Because a continuous connection is maintained, using the analog voice network for data
communications aver the Internet is much less efficient than using a packet-switched network.

In an Intemet call, the Intemet Service Provider (ISP) as well as the ISP’s customer may be
considered end users. 1SPs are often connected bath to a packet network over high speed
dedicated facilities on one side for communication with the Internet and to the PSN through local
business lines on the other side to provide access for end user customers. When an ISP bridges
the circuit-switched PSN and its packet-switched network, the mismatch of technology is only
partiaily mitigated by modems. Modems (modulator/demodulators) convert digital data for
transmission over the local (or toll) analog network 1o the interconnection point of an ISP where
it is packeted for delivery over the Intemet network.

There is little doubt that the Internet has caused changes in the capacity used for some PSN calls




and in the average duration and number of calls, The Intemet has also affected the pattems of
local use among and within LECs. LEC data show that the average duration of Internet calls is
considerably longer than that of local voice calls. The LECs claim that the growth in number and
duration of Internet calls has caused facility congestion problems in interoffice trunking common
in multi-office exchanges and extended area service (EAS) arrangements. ISPs, on the other
hand, aliege that empirical data do not prove the existence of congestion on the Internet. They
and other observers believe the PSN, if properly managed, will be able to accommodate the
growth with linle problem. While many organizations debate the locus, frequency, and severity
of Internet access congestion using the PSN, the technical community is preparing short-,
medium- and long-tetm solutions. This section examines some possible directions that PSN
access to the Intemet network may take.

The long-term scenario foreseen by all respondents 1o the Working Group survey is the
relocation of interofTice data services from the PSN to a digital packet network. Access to the
packet “cloud” could be achieved through many means, including improved resource
management, residential Integrated Services Digital Networks (ISDN), digital subscriber loops
(DSLs), or displacement of dial-up over analog modems with cable modems or wireless,

Respondents to the NARUC survey and to the FCC's NOI regarding Usage of the Public
Switched Network by Information Service and Internet Access Providers (Decket 96-263)
provided valuable insight into specific mechanisms of the congestion problem but not its scope,
The primary problem is excessive blocking of calls at originating end offices due 1o resources in
use by calls to Intemet service providers (ISPs). Sub-problems include: '

1. Quantitics and configuration of (inbound) line control modules (LCMs)

2. Insufficient interoffice trunking

3. - Lack of sufficient terminating CPE (for example, ISP modems) as blocked users
persistently re-dial

ISPs must work to avoid the third type of problem above, where their modem banks are
oversubscribed and caller retries *busy out® the switch. The same “first order” statistics
developed by telcos can assist 1SPs in designing the capacity of their trunks and modem banks.

Two fundamental premises must be presented as background. The first is that all
communications networks are designed 10 meet probabilistic demand calculated at the busjest
hour of the day, week, month, and year — and are not designed to provide service to all
customers simultaneously. The second is that this busy hour exists during the work day and
consists mostly of voice calls. While it is true that, on average, call durations (*holding times")

by modem to ISPs are longer than voice calls (Bellcore; 20 minutes compared to three minutes,
respectively). it is the total traffic offered in centum-call-seconds (CCS) that is the center of the

congestion problem. While many respondents could identify PSN usage attributable to Internet
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calls, no telephone company contended that the Intemet has in general caused shifts in the busy
hours. At face value, this would indicate (falsely) that the existing voice network is sufficicat for
Intemet callers and that no additional capital equipment is required. Rather, situations arise
where additional equipment has been required to maintain quality of service. In their survey
responses, PacBell and Bell Atlantic cited examples of congestion in their Santa Clara and
Hemdon end offices, respectively. .

Short Term: Improved Resource Management

The primary reaction to congestion on the access side of the switch is to reconfigure line units.
Belleore viewed the problem of congestion as separate issues of trunking and access and
provided different solutions for each.’ In the short term, Belicore noted that the present mode of
operations can be managed better, reducing switch stress by de-loading switches and routing

Internet calls more intelligendy,

A moderately complex task is to rebalance subscribers across existing line concentrators (there is
a range of lines which can share a single line unit based on the number of minutes at any given
time the lines are experiencing). A more interventionist (and costly) step, if rebalancing is
unsuccessful, is (o regroom the switch by adding linc units and reassigning customers,

Interoffice trunking congestion may still occur even in the absence of access [ine overload. One
telco that has extensive ISP subscribership on primary rate interface (PRI) digital trunks has still
had to utilize foreign exchange {(FX) trunking to process these calls over the interoffice network.
While FX-1ype trunking can be used to alleviate congestion on the voice trunk groups, it can still
result in a less efficient use of the trunks themselves. .

One solution recommended by Belicore is the installation of equipment “upstream” of the switch
that would divert, based on dial number, ISP calis from switch line concentrators used by voice
customers. This *pre-switch adjunct® equipment is already being sold by Lucent and Nortel,
manufacturers of the dominant Class 5 switch models. Each of these product solutions has
characteristics or limitations that make them less than attractive in all situations.

The Internet Access Coalition, which contends that the Internet access congestion issues arise
from poor resource management within switches, notes that digital trunking by ISPs is
technically feasible but is not economical. Dial-up calls to ISPs that have T-1 or Primary Rate
ISDN would bypass the switch components that are subject to access congestion. Their analysis,
however, showed that, in many regions, an ISP would find it cheaper to operate 2nalog lines
(prone to congestion) than equivalent ISDN-PRI or T-1 service that is non-blocking.

¥ Amir Atari and James Gordon, Impoct of Imternet Traflic on LEC Networks and Switching Systems (Red Bank, NI
Bellcore), 1996.



Medium Term: Technological Solutions

Some emerging products and services have the potential to operate without congestion to the
PSN. We will briefly introduce options for digital subscriber loops (DSLs), ISDN, and Intemnet
routers. While each of these is technically attrastive, each also has economic or Jocational

impediments to deployment.
1. Digital Subscriber Loop

Digital Subscriber Loop {xDSL} technology is a potential Jong-term access technology that
would use existing copper pairs to connect customers directly to the packet "cloud.” The
particular variant of xDSL to consider, according to vendor ADC, is based on speed, operating
distance, upstream and downstream speed differential, and suitable applications. xDSL will
someday be a high-performance (T-1 or higher) access solution for the 80 percent of customers
within 18,000 feet of an end office, but currently it is not generally available. Similarly, cable
modems offer local area network (LAN) style Intemet connections to customers, but existing
cable infrastructure is suitable only for 5 percent to 20 percent of potential users. Qther
potential Internet access media include powerline carrier (Norweb) and satellite downlink.

2. ISDN

Both Primary Rate and Basic Rate ISDN (PRI and BRI) are viable technical solutions for
alleviating access congestion. ISDN pricing, however, has been inconsistent, and some
respondents, including AT&T, believe that the associated network and customer premises costs
and technical limitations mean that widespread deployment is years away, while others, such as
Bell Atlantic and U S West) noted that ISDN is an affordable option that will meet the needs of
the market for years to come.

. Digital trunks such as Primary Rate ISDN and T-1 can link ISP points of presence (POPs) with
ISP modems and alleviate Joad on switches, but current tariffs are higher than for equivalent
POTS lines. Bellcore notes that the packet (*D*) channel of Basic Rate or Residential ISDN
could be used by customers to connect to existing telco packet networks. Residential ISDN
connections bypass switch components prone to congestion.

A Router Development

Intemnet routers could potentially be the bridge between the current voice telephony and the data
network of tomorrow. In the short run, traffic could be routed over a dual network. Thereis
cven debate that the dual network may continue in the long run due to the sheer expense of
converting the PSN to a data {riendly network. Under the dual network concept, voice would be
processed according to one set of parameters and trafTic destined for an ISP could be routed onto
data facilities. In the long run, the Working Group envisions that all data (including voice) could
be processed in a uniform manner. Right now, it appears that packets may be the most likely
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method for backbane networks, with a variety of digital solutions for Iocal access. Some parties
advocate that a more efficient configuration would be for routers to be placed at ail switches,
therefore, the originating switch could determine if a call is addressed to or from an ISP and thus

route its traffic onto a data network.

The location of routers is a function of cost. The basic assumption with using a router system is
that there would be new costs associated with processing traffic over these facilities. If transport
is charged for traffic from the router, then ISPs have a2 much greater incentive to build their own
facilities to the office with a router than to pay the ILEC to transport the traffic. Of course, the
placement of its own facilities to a router would require a higher profit threshold for the ISP, so
whether it would go into a rural arca using its own facilities is unknown. In other words, rural
areas may still have difficulty obtaining Intemet service either due to having to make a tol! call
(or pay a higher transport cost) because the ISP server is in a distant area or because providing
transport to a closer office with a router involves more facilities placement cost on the part of the
ISP. Requiring ILECs to provide the transport from the routers to the ISP does not solve the
bandwidth problem unless hi-cap facilities are placed and then priced close to cost. Then the
matter simply becomes one for the ISP of revenues versus cost.

Routers could be placed in tandem, however, this does not stop Intemnat traffic from entering the
PSN. Tandem router placement may be an acceptable solution but once bandwidih requirements
increase, congestion could become a problem for both the ILEC and the end users® requirements.
Tandem placement of a router could be very useful if there is terminating end office switch
congestion. Tandems are typically designed to carry significant traffic flows. However, there
has been no contradictory evidence to the ISP contention that the switch congestion problem
most often spoken of is with the terminating switch. It is before this switch that traffic must be
diveried. Therefore, locating the router at the tandem and then providing hi-cap transpont
between the router and the ISP server could solve many problems for the terminating switch.

Long Term: Network Evolution of the In:ernet and Internet Access

The Intemnet, beginning at backbone level, has begun the transition to packet technology. The
backbone technology chosen by MCI, UUNET, and others is Asynchronous Transfer Mode
(ATM). ATM is similar to frame relay (FR) and X.25 networks in that it is a shared resource,
gaining efficiency by multiplexing many streams together to provide virtual private services.

Bell Atlantic and U S West, in their survey responses, anticipated the full spectrum of ATM and
frame relay networks, using xDSL and cable modems as well as improved analog dial for access.

BellSouth, in comments in CC Docket No. 96-263, outlined a proposed network which the
company said would be suitable in the long term. BellSouth stated that the Commission's current
rules regarding protocol conversion would make it impossible for it to implement such a
network, however. Dial-up connections would be routed to the network access server that would,
in turn, be connected to 2 *radius® or routing server. In other words, based on the number dialed




by the Intemet subscriber, the radius server would identify the [nternet provider to which the
network access server should establish a data connection. The network access server would then
make the connection to the underlying A'IM/mee Relay network to which the Intemet provider

would also be connected.

The possible paths discussed here for long-term Internet evolution are based upon developing
technology and media. Given the rapid progress in the fields of communications and electronics,
in just a few years the Intemet may well use as yet unheard-of technology to speed the transport
of data 10 and from the end user. The trend seems clear; as we move ghead in time, the capability
of higher speeds of data transport will move closer and closer to the end user.

Costs of Reducing Congestion

Many levels of solutions can be applied to the general problem of PSN congestion, the ultimate
being relocation of data services to broadband packet networks. While the costs of this solution
have not been estimated, the costs of some solutions are more easily calculated, We have figures
for the cost of labor to reconfigure switches but lack cost data on line cards themselves and the
new category of pre-switch adjuncts, as deployed. Cost data are available for some ways for
1SPs to mitigate congestion, including digital T-1 or ISDN PRI. Regulators must use the
information they have and obtain the further information they need to develop pricing strategies
10 encourage the use of data-friendly infrastructure. Because competition is in a nascent stage
and the 1ntemet is growing so rapidly, it may not be sufficient to wait for new providers to place

their facilitics.

1Il. Appropriate Structure and Charges for Local Network Access

Access Charges

Although several avenues are open for evolution to networks that support data better than the
existing PSN, the current exemption of ISPs from access charges inhibits that transition. The
number of people subscribing to the Intemet keeps growing. but unless the Intemet acquires
more bandwidth it may encounter an application constraint both on its own backbone and on the
PSN. The companative price of compatible CPE and Jocal lines with packet switching capability
versus current analog modems and circuit switching is a disincentive for Internet users to migrate
1o “data-friendly"” technology. The exemption of ISPs from access charges distorts prices and
sends incomrect economic signals to end users and Intemet service providers. Until end user
demands for bandwidth force ISPs to use what are probably more expensive data networks, ISPs
will continue to purchase analog lines and use modems to change digital messages to analog and
back to digital packets for delivery over the packet network. So, to some unknown extent, the
exemption is helping to keep the Internet from growing into a matwe multimedia network.

The ISP exemption grew out of the FCC's Computer Il proceedings in the 1970s, in which the




Commission introduced a distinction between basic and enhanced communication services.
Enhanced services include access to the Intemet and other interactive computer networks. Ina
1983 access charge order the FCC decided that even though enhanced service providers (ESPs)
may use the facilities of {ocal exchange carriers to originate and terminate interstate calls, they
should not be required to pay interstate access charges. In its 1997 access charge decision, the
FCC decided to maintain the exemption, The Commission noted that the term "information
services” in the 1996 Telecommunications Act appears to be similar in meaning to "enhanced
services."” The Act establishes 2 policy "to preserve the vibrant and competitive free market that
presently exists for the Internet and other interactive computer services, unfettered by federal or

state regulation."*

The FCC decision means ESPs (including ISPs) may purchase services from incumbent local
exchange carriers under the same intrastate tariffs available to end users. They pay business line
rates and the appropriate subscriber line charge rather than interstate access rates. Business line
rates are significantly lower than equivalent interstate access charges because of sgparations
allocations, pervasive flat and message rates for local business service, and the per-minuta rate
structure of access charges.' On the other hand, interexchange carriers (IXCs) at Ieast for now
musl pay access charges for similar connections to the PSN.,

Most ISPs purchase analog business lines from the LEC at a fixed cost per month. Most
households and businesses can purchase access to the Intemnet through a flat moathly charge
from an ISP. The local usage on the lines over which they place calis to access the Internet is
generally priced on a flat monthly or message (per-call) basis. These rates are based on local
usage rates. The lack of true time-related charges on either end of these calls encourages long
call durations. The ILECs claim that the long holding times associated with Intemet calls burden
the PSN and have caused. and may conlinue to cause, network congestion and blocked calls. If
the ESP exemption were discontinued, the LECs argue, 2 more accurate pricing signal would be
scat which would encourage ISPs to seek more efficient methods of serving their end users.

The access charge exemption is a preference for a certain class of users of the public switched
network, just like the home mongage payment exemption is a tax preference in the federal
income tax system. A preference acts like a subsidy to a certain group or function, foregoing
funds that would otherwise go to common use. It is as an active policy preference that the
cxemption has been supported — something that will encourage development of the Intemet and
the many benefits we can see from having this new means of information exchange, plus

* FCC 1997 Acgess Charge NPRM, para. 284

T 1bid.. para. 284,

® 47 USC. para. 230(bX2).

* FCC 1997 Access Charge NPRM, para. 285.




innovations yet to come. There is a strong public interest argument for government promotion of
the Intemnet. The Internet User Coalition, for example, commented to the Working Group that
the Intemet provides citizens a venue for political specch and access to information, lifelong

learning, communications and commerce.

ISPs argue that exemptions were justified in the first place and continue to be needed now to
support a nascent industry. Many commenters in FCC dockets and the Working Group's survey
argued that applying any extra charges to the ISPs would stymie the Intemet’s growth. ISPs
argue that the access charge exemption is an incentive for investment and innovation in
information services and thus serves U.S. industrial policy. The ISPs and their supporters say
that even though the Internet business has grown, it is still volatile and prospects for succass ace

uncertain,

Another argument for keeping the exemption is that the existing access charge system is
inappropriate. BellSouth maintains that it is better to keep the current access charge exemption
than to apply an access charge regime that was designed for circuit-switched voice telephony.
Most telecommunications industry analysts agree that access charges are too high. The FCC said
it saw no reason to extend the existing imperfect access charge regime to an additional class of
users, when it could have detrimental effects on the growth of the information service industry
and the existing structure.'

Those who continue to be opposed to the access charge exemption for ISPs now and in the
immediate future claim that Internet use is already causing congestion, particularly in the switch
from which the ISP is served. The Alliance for Public Technology, in comments on the FCC
access charge NPRM, said ISPs are thus paying less for using the local network than other
businesses. even though some claim they impose greater demand for ports, switches, lines and
other network clements. Bell Atlantic suggested the exemption creates a financial disincentive to
switch to data networks where they are available, encouraging ISPs to purchase circuit-switched
services insicad of packet-based. The general exemption of ISPs may also ignore differences in
traffic paticms among ESPs and even in Intemnet uses, another commenter suggested. Some of
these providers may pose a larger immediate burden on the network than others.

Rural Utilities Services (RUS) told the NARUC Internet Working Group that the ISP exemption
means rural (clephone companies are losing toll support they would otherwise receive because
many calls made 10 access the Intemet are tol} calls. Because the rural carriers do not have
access to the toll revenues by virtue of the exemption, local rates are forced up as plant must be
put into place to handle the increased *local® traffic, and revenues must be generated to recover
the cost of this plant. (This issue is discussed further below, in section [V, on universal service.)

Whether or nat ISPs are causing congestion now on the public switched network, the access

'* FCC 96-488, para. 288,

0




charge cxemption encourages growth of Internet use that can lead to overloading a network
designed for voice communications. Asked whether the exemption influences network
deployment decisions all respondents to the working group survey who answered the question
said it does. AT&T said the exemption discourages CLECs and ILECs from developing new
service offerings that have to compete with below-cost aceess services used by ISPs. The
comnpany said neither CLECs nor ILECs are receiving accurate economic signals that would
encourage them to upgrade networks or engineer existing ones more efficiently because they arc
being denied the revenue streams to pay for the upgrades or transition activities. BeliSouth and
U S West made similar arguments.

The access charge exemption has an influence on who will win and who will lose in the
marketplace for telecommunications services. Interestingly, many ISPs no langer argue for the
excmption on nascent industry grounds, but on competitive grounds. They suggest that
independent ISPs are now battling ISPs affiliated with other carriers so the independents need a
price break to level the playing field. Some ISPs also suggest that since they have no adequate
widespread technological altemnative to ILEC networks, to continue the exemption will force
ILECs to upgrade. Until that happens, they claim the exemption is 2 monetary recognition of the
PSN's shortcomings for data transmission. ISPs and others also allege that the revenue from the
second line which computer users tend to order has not been considered as an offset to any
additional PSN costs. They further point out that many ISPs are phone companies themselves
and argue that those {SPs would not be providing Internet service if it imposed unrecoverable
costs. '

Other tetecommunications companies see the exemption as giving unfair competitive advantage
10 ISPs. AT&T commented that the |XCs are paying "antificially high non-economic subsidy
laden charges” and ISPs are paying below costs. AT&T maintained that IXCs arc ata
competitive disadvantage since ISP services (voice over net, faxes) are cross elastic. Bell
Atlantic and U S West advanced similar arguments from the perspective of the ILECs. ‘Bell
Atlantic supgested that if IXCs moved voice traffic onto the Internet, and the exemption
continued, LEC costs would increase without an adequate cost recovery mechanism. Resellers
agreed that preferential restment of ESPs over other telecommunications service providers gives
"unwarranted competitive advantage.” The Telecommunications Resellers Association said ISPs
should be brought under the access charge regime,

Jurisdictional Issues

Any discussion of the appropriate pricing for network access (o the Internet must include
jurisdiction. While it is the Internet Working Group's strong hope that any pricing options
advanced herein would be applied on both the interstate and intrastate level, should that not be
the ;asc the Intemet Working Group would offer its analysis and canclusions for consideration
by the states.




The FCC's finding that ISP traffic is exempt from interstate access charges is not readily
interpreted as a decision regarding the jurisdictional nature of the traffic. It does not make it any
less an intercxchange, and ultimately an interstate and international, coanection. BellSouth
commented that the exemption should not and does not change the underlying jurisdiction of the
traffic. The FCC decision leaves state regulators with jurisdiction for local rate and policy
applications. It is reasonable for them to interpret this traffic as local by default. Yet the reason
the FCC can apply its exemption to interstate access in the first place is that at least some of the
traffic traverses state and national boundaries. In general, only the local phone dial-up number
makes it appear local. This was true with call traffic into many carly toll resale enterprises. If the
incoming ISP traffic is on a tol! call or 800 number, intra- or interstate access charges are being

applied today.

I ISP traffic is interstate, as the FCC's assertion of jurisdiction to apply the ESP exemption
indicates, then this issue is ripe for reevaluation under jurisdictional separations. Comprehensive
jurisdictional separations reform is currently under investigation and assigned for resolution to
the Federa!-Statc Joint Board on Separations."! The NPRM does not refer specifically to ISP
traffic, but to data traffic generically, in its request for comments on these issues.

If the trafTic is interstate, 2 workable solution was suggested by several parties to apply to ISP
traffic only the traffic-sensitive portion of access charges without any common line component.
This is the intended ultimate goal of the access reform ordered by the FCC for Tier A LECs’
interstate access charges", and a solution recommended by several parties in the FCC*s NOl on
the Intemet.”’ '

If ISP traffic can, dueto the exemption, be interpreted as jurisdictionally local, states do have
options for solving the problems associated with this rapidly growing segment of local traffic.
The solutions then would have to be with regard to local service pricing. If the jurisdiction of the
traflic is split. identification of the local traffic that is internet directed would be necessary. This
_ could necessitate the imposition of considerable registration and reporting requirements.

Changes in patter of use, call duration and number of calls may make the existing separations
(Part 36 methodologies) process inappropriate due to resulting large separations shifts for some
companies. Under Part 36 many portions of the network are allocated based on jurisdictional
minutes-of-use (MOUs) or weighted jurisdictional MOUs. An increase in usage caused by the
Internet calls could vastly increase the allocation of cost to the intrastate jurisdiction due to the
ESP exemption. This is because the exemption causes LECs to treat the costs of serving ESPs

Rpard, released

1 CC Dochet No. 16-230.
October 7, 19972,

** Acsess Charse Reform, First Report aad Order, FCC 974158,

¥ Usape of the Public Swilched Network by Information Providers, FCC 96-423.
12




(which include ISPs) as a cost of serving local end users.

In general, LECs claim the Internet causes their revenue requirement to increase because they
may need fo install more inter-office and switching facilities to handle the vast increase in traffic
caused by the Intemet, while a lower percentage of the total cost is allocated to the interstate
jurisdiction due to the ESP exemption, Compounding this problem is that the Internet may cause
the need for network upgrades all the way to the end users as essential service requirements
under universal service programs expand to meet basic end user demands. This separations
problem causes the company's intrastate jurisdictional allocations to increase, which may result
in requests by some companies for intrastate rate increases claimed to cover costs primarily
incurred for a jurisdictionally mixed or interstate service.

Al this time the Working Group agrees that Internet traffic is indiscemnible. However, the
Working Group believes that this is because no onc is attempting 1o record the traffic. Much as
800 traffic was originally viewed as indiscemible and later able to be tracked, 50 100 could be the

case with Intemet traffic,

Options for Pricing Internet Access

Most interested parties agree that govemment should not establish a social goal with respect to
which technology or network is used to deliver Internet services. However, many parties fail 10
acknowledge that government already has influenced the growth of the Intemnet by extending the
ESP exemption to ISPs. While in the past Intemet traffic was not of such a magnitude or
sophistication 1o affect the PSN, its continuing growth [eads one to question whether the time has
come to reconsider how Intemet traffic is priced. Should government continue the preferential
rates for ISPs. apply traditional access charges to them, or design a new pricing mechanism? As
we discuss the various dynamics associated with pricing PSN aceess to the Internet, we must
keep sight of the overall fundamental network change — whether the result is a data-friendly PSN
of 2 dual PSN composed of one network (route) for voice and one for data.

In regard to the standard argument of whether ISPs should pay traditional access charges, some
parties concede that if the Universal Service Fund is designed to recover all needed local
revenues, typical interstate access rates could decline sharply and then ISPs could pay the new
access rates. By doing this, the rates would be clase to cost and that would send the correct
market signals to [SPs as to whether or not they should obiain another method of access which
would give them the data capabilities that their users need or desire,

However, current access charges are based on voice technology. Given the growing data usage
of the network, the Working Group is concemed that the traditional rate structure for access
charges may not reflect future network usage, Thesefore, we have explored rate structures which
may be more suited to data traffic. We recognize that this leap in rate structures from the current
regime may produce a "gap® between rate structure and actual network deployment of
technology, but we believe, at this juncture, that regulators must begin to prepare for the
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fundamental change the network will undergo. Most commenters did_not ?ffef any pricing
options for Intcmet usage, Basically there were two viewpoints: continuation of the ISP
exemption and an access rate that is lower than current access rates.

All the commenters to the working group survey agreed that end users should not be required to

- pay for the 1SPs’ use of the PSN. If any increased charges are to be paxd the commenters
suggested, they should be paid by the ISP directly. However, all parties also mcogmzed that any
increased costs to the ISPs w:ll be passed along to end users.

Alternatives to a voice-based pricing scheme were not advanced, although several ISP
commenters expressed concern about usage-sensitive pricing. Some sort of flat rate, cost based,
block rate pricing might alleviate some ISPs’ concerns over their cost volatility. Moreover,
many ISPs want the ability to purchase UNEs, without being designated a carrier.

One sugpestion offered by the Working Group was that wireless interconnection rates be used as
a surropate for ISPs® access to the PSN. Only one party commented oa this suggestion. It
argued that wireless interconnection rates should not be assessed on ISP providers because while
an Internet call is roughly 20 minutes in duration, 2 wireless call is 2 ¥ minutes for cellular and §
seconds {or paging. Therefore, wireless service is not analogous to Intemnet service and the rate
should not be transferred. In short, whereas a wireless customer may view a $0.20 call to be
affordable (bascd on a rate of $0.08 a minute for a 2.5-minute call) an ISP user would not view a
$1.60 call 10 be reasonable (based on $0.08 a minute for 20 minutes).

The Working Group also explored the possible development of a special category of end user (if
the exemption continues) whereby nulgoing cali volumes above & certain level would require the
end user 10 be migrated onto a service which is pnced and engineered to recover and account for
the high call volume. However. the Working Group is mindful that the application of some sort
of per minute local measured service (LMS), in many states and localitiss, is either statutorily
forbidden or politically obstructed. Also, if » pricing scheme were applied to Intemet traffic
only. it could be challenged as discriminatory and subject to litigation. Another solution could
be to charge all customers in markets without LMS for al! incoming local calls above 2 certain
level. This could eliminate the need to separstely identify the traffic as Internet directed. Ifa
high enough sct amount of incoming traffic were free each month, ISPs would likely be the

primary recipients of this charge.

Another idea put forth by the Working Group was the use of the Signaling System 7 (SS7)
nctwork and rates to process Internet calls. Al carrier commenters rejected the idea of using the
SS7 network. They argue that the SS7 network is designed and maintained as a signaling
network and could not handle Intemet traffic, even though it is similar to packet technology.
Also, many commeners are concerned that the implementation of local number ponab:hty
(LNP) will consume the spare capacity of the SS7 network. Cansequently, there is [ittle spare
bandwidth on the SS7 network for other traffic. No commenter addressed the question of
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whether the SS7 network could be expanded to fulfill this function.'

Most commenters to the survey argue that there should be only one access charge structure since
the network is performing the same function regardless of whether voice {(analog) or data
(packet) is being transmirted. However, if access charges are not brought down to cost and
government feels the need to keep the cost of access to the [nternet low, care should be taken to
at least price the services and/or facilities close to cost. This pricing policy would have the effect
of incenting the providers of the PSN to deploy & more data-friendly network and of encouraging

the use of more data-friendly facilities on the part of end users and ISPs,

Reciprocal Compensation

In addition to genera] concems about the appropriate pricing for access to the Internet, regulators
have recently been faced with the question of what compensation should be paid between carriers
for the exchange of this traffic. It should first be noted that although the battle over pricing
access to lhe Intemnet has spilled over into reciprocal compensation, the general pricing and
costing dynamics mentioned earlier in this paper have not changed. What we now address is the
question of cost recovery/revenue generation when same ILECs bypass the end user and ISPs
and instead focus on intermediate carriers as their revenue source. This section will discuss the
various options for resolving the reciprocal compensation question should a state commission
assert its jurisdiction in resolving a dispute on this issue, as a number of commissions already

have.

The basic allegation in the reciprocal compensation disputes is that afl calis to ISPs are long
distance. To support this conclusion some carriers are claiming that in order for the FCC to have

exempted ISPs from access charges. it must have assumned that the nature of ISP traffic, both to
and from the ISP, is long distance, perhaps even interstate. The Internet Working Group asked
participants in the group's survey whether the ESP exemption creates an incentive for CLECs to
want ISP servers at their end offices in order to recover the tecminating unbundled focal switched
rates. AT&T replied that the exemption perpetuates uneconomic behavior in many forms, but
that Intemet wraffic is interstate, not local, so the reciprocal compeasation portions of
interconnection agreements are inapplicable.’® We have already discussed the pragmatic matters

associated with identifying traflic destined to ISPs or large terminating users. We will assume
that these end users are somehow identifiable. With that caveat, there are four basic avenues to

resolve the compensation issue.
The first avenue would be to agree with the carriers who assert that some or all calls to the ISPs

¥ Bellcors did advance this viewpoint in its paper, *Architectural Soluticas to Intemnet Congestion Based on 587 and
Intefligent Network Capabilities,” Atari and Gordon: Belicore, 1997,

¥ SeeUS West, 7.
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are long distance calls. By reaching this conclusion the commission could simply acknowledge
that there is a massive amount of traffic which does not originate and terminate within an ILEC's
local calling area. Given that neither the Telecommunications Act nor the FCC has eliminated
the distinction between [ocal and non-local, this could be 2 solution. However, one would first
need to examine whether all of the calls, or at least a majority of them, can be traced to their
termination points. After this measurement is done, one could employ the use of PIUs
(percentage of interexchange use) to assess charges. The difficulty associated with this solution
is that regulators would have to undertake a task that they have not typically done. They would
have to look behind an end user’s private network to determine where traffic is ultimately
terminating. Furthermore, regulators may find that such a determination is used to support an
ILEC's claim that all end users should be paying access charges since the existence of the
intermediate carrier does not change the nature of the end user's call to the ISP, Ifa state
believes that the service prowded by ISPs is a carrier-type (and non-local) service, and the FCC
agrees, then a state commission may find this solution a desirable means to correct a perceived
incongruity in the treatment of [SPs vis-a-vis IXCs.

Another option is not to look behind an end user's private network, regardless of whether it is
open or closed to the general public, and continue to treat such traffic as local, including the non-
application of access charges. While the Telecommunications Act did continue the distinction
between local and non-local service, one can assert that this distinction lies primarily in the

nature of raffic which carriers are processing. 1hercfore, if tratfic processed within only one
network would be considered local, then the same traffic processed within two networks
covering the same local calling area should still be considered local. Furthermore, ifa state
detcrmines that the flat rate usage packages which are currently being subscribed to by its end
users are cost compensatory of all the minutes the end users are generating, this option is further
supporied. It may be inappropriate from a public interest viewpoint to assess access charges to a
private netwark for traffic which terminates to it, especially when it has been determinad that end
uscrs are fully compensating the LEC for traffic which they are generating. If a state were to
allow access charges to be assessed in this situation, it may wish to deve!op an understanding
with the ILEC conceming the sdequacy of the ILEC's network in processing dats transmissions
and further steps which may ueed to be taken to develop that network. Lgﬂz. ﬂus gguon wogi
COﬂlanC 0 provid Ctrea h (

A thind avenue to resolve this dispute is that there be no compensation exchanged between
carriers for traffic 10 an ISP. The argument for this option i8 that s0 Iongas no carrier is
receiving compensation for calls to ISPs, each will have the same perspective on ISPs. For
example. right niow many ILECs have a very large majomy of their residential customers
subscribed to low flat rate usage service, As such, it is very difficult to obtain additional
revenues from their customers for the large amounts of traffic they generate once they start
subscribing to the Internet. So, as alluded to easlier in this paper, the ILECs arguably are not
being compensated for the usage of their networks. With the existence of an intermediate carrier,
not only are the ILECs perhaps not compensated, but they must pay carriers for termination on
the other carriers’ networks. By not allowing compensation to flow between the carriers, neither
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carrier would be compensated for this traffic. This is how both carriers would come to view ISPs
in a similar manner. The revenue which they could generate from the ISPs would be the charges
they directly assess to the ISP. The only complexity in this argument would be those ILECs and
thetr associated end users who subscribe to local minutes-of-use service. In this scenario the
ILEC is being compensated by the end user for the use of its network, so the dynamic of the non-
recovery of costs through flat rate end user charges does not exist. The difficulty of
distinguishing between Internet minutes that are subject to flat rates and those subject to minutes-
of-use charges may render this solution unworkable. Anothet potential sdverse effect of this
scenario may be that, once CLECs are no longer compensated for ISP traffic, their traffic
imbalances become so great that they are unable to sustain themselves financially, This dynamic
would be very difficult to mmmmfim to ISPs, they
will intentionally have few other customers. Therefore, assessing whether they can be financially
sustainable in the long run may not be readily achievable today.

The fourth avenue open to regulators is more complex. This solution requires that ISPs be
assessed a "termination surcharge” when calls to it attain a certain level. In this manner, ron-ISP
end users do not have to have any of their rates adjusted. It would be the ISP who would pay for
the traffic terminating to it. The complexity in this solution is when the end user resides on a
carrier's network different from the carrier network on which the ISP is located. This is because,
technically speaking, the carrier which is owed money from the ISP is the end user’s carrier. In
this situation it may be that the ISP's carrier becomes the collection agent for the originating
carrier. In this scenario, the terminating carrier could still be paid the terminating charges owed
to it. The result could be a2 sont of netting.

IV. Relationship of Internet Access and Universal Service -

Universal service is a complex issue with a seeming myriad of ongoing controversies. The issue
involves setiing and achieving objectives for telecommunications infrastructure and subscription

. levels. In terms directly relevant to the Intemet, the issue is the degree to which advanced

telecommunications infrastructure should be ubiquitously available and which services should be
included as universal service offerings?

Many businesses and institutions have tumed to virtual private networks to meet their computer
and telecommunications needs. This trend is fostered by the technological availability of virtual
channels within the PSN providing bandwidth or capacity reservation at flat rates. Higher-speed
PSN offerings are based on an access line charge with usage priced on a per-unit basis. Further,
video transmissions are handled by the PSN as data. Because of these dynamics, questions arise
regarding the appropristeness of differentiating data and video transmissions on the PSN and
what type of rates to charge for potentially bursty and voluminous transmissions, particularly in
relation 1o the pricing of voice traffic. Currently, because one can obtain bandwidth at a flat rate
and because video-dedicated channels appear more relisble, they are more attractive than typical
switched or derived video channels on the PSN. As a result carriers have an incentive to invest
in adjunct networks that carry high speed, high volume data and video transmissions but do not
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have the incentive to invest in advanced infrastructure placed in the PSN itself. This has the
undesirable effect of denying or delaying the general offering on the PSN, to residential and
small business customers, of a reasonably priced high speed form of access to the Internet.

Universal service planning should address the means to support the concomitantly necessary
investrnents for designated advanced telecommunications services for which customer demand
wiil not gamer sufTicient revenue to support facility placement. Such concerns would encompass
the need to subsidize, in some areas, infrastructure necessary to provide advanced services or to
facilitate Intemet access. Even the current USF rules may inadvertently be slowing the roll out
of advanced telecommunications to the general public. This is because, in some cases, the
diversion of educational, health care and library institutions’ usage, and attendant revenues, from
the PSN to private two-way video and data networks has and will continue to exacerbate the need
for support funding to keep the rates for advanced telecommunications services low enough to be
considered affordable. This problem is particularly acute in rural and low income areas.

In addition, there are overlapping and conflicting aspects to the drive for a ubiquitous national
roll out of advanced telecommunications services and the need to define, and mgintain at
affordable rates, “basic® or “essential® telecommunications services, In this debate, regulators
must be careful not to over-plan the deployment of advanced services. Where regulators believe
companies are making significant infrastructure inroads, or are trending to this, caution should be
employed so that one does not fund infrastructure investments that would have occurred anyway.
Many rural and low-income markets often experience a lag in such investment. The question
becomes. "When is such a lag intolerably long?®

Of course universal service is only one of many public policy goals for telecommunications
industries. some of which conflict in real world applications. Additional goals include: (1)
development of competitive markets, (2) placement of telecommunications infrastrucnire in all
markets, (3} encouragement of technological innovation, (4) use of deregulation, lesser
regulation and/or non-regulation, and (5) affordable access for essential public institutions.

Many of these often conflicting goals are directly incorporated into Section 706 of the
Telecommunications Act, "Advanced Telecommunications Incentives.® Congress allowed a
period of time to see whether or not the competitive market can provide the needed facilities to
all Americans in & timely and reasonable fashion. Ifafter three years under the Act the FCC
finds that the market mechanisms have failed, it is authorized to remove barriers to investment
and promote competition.” No funding remedies are authorized in this section.

-

'* On January 26. 1998, Bell Attantic filed 2 petition with the FCC requesting that the deregulatory steps authorized
under Scctron 706 of the Act be taken a1 this time due to the slow deployment of the advanced network features like
high-speed broadband capacity over packet switched nctworks. This petition attempts to sidestep the review procedure
contemplated in the law and foreshortens the period envisioned by Congress for the provisions that foster ocal
competition to take effect. Many RBOCs seem 1o be looking for novel routes through which to provide in-region
services before they receive FCC approvals under Section 271 of the 1996 Act.




In Section 254(h), on the other hand, the provision of advanced telecommunications services is
allowed to be subsidized, and that subsidy is limited to specified schools, libraries and health
care institutions. Other ratepayers may not directly benefit in their homes and businesses from
this subsidy for higher capacity services to these institutions. There currently is no provision for
direct subsidy for the general public of the higher capacity services when provided to their homes
and small businesses. In fact there are price disincentives built into accessing the Intemet at low
speeds such as an increase ia the subscriber line charge for subseription to a second line for
modem connections. While this higher subscriber line charge is based on cost and is 2 means to
limit the siz2 of the support funding for basic lines, it is nonetheless an example of how the
Universal service goals for basic and advanced services can operate in conflict.

Network traffic directed 1o use ISP services is currently exempt from application of interstate
access charges regardless of its jurisdictional pattern. Practically, this policy results in the
assignment of most ISP traffic to local usage, thereby shifting the relative usage and
Jurisdictional costs of this traffic to the states. A more meaningful jurisdictional assignment of
Intemnet traffic should reflect the realities of the shared network facility. Lacking that, there
appears o be an implicit subsidy from intrastate service for some ISP traffic when one compares
it to treatment of similar IXC traffic. If the FCC continues to exempt ISP traffic from explicit
interstate access charges, it must develop an explicit interstate subsidy mechanism, as required
under the 1996 Act, to replace the cucrent implicit subsidy based on 2 jurisdictional shift of the

trafTic to Jocal.

Consideration of universal service objectives and access charge reform objectives must go hand-
in-hand if regulators are to prevent the opportunity for arbitrage inherent in the current melange
of historical pricing policy and forward-looking market objectives. What we find today in the
Internet and its access providers is a hybrid of services and technologies that frustrate application
of traditional regulatory paradigms. The Internet and its interplay with local telecommunications
networks displays carrier, enhanced service pravider, and broadcast media attributes. Therefore,
the categorization of ISPs as a distinct elass of customers from traditional IXCs may be a
necessary interim step to achieving a compensation model that is acceptable today for application
to Intemet access over the PSN — and possibly, soon thereafler, to all interconnects with the
local network for origination and termination of telecommunications transmissions,

Under the 1996 Act, subsidy for sdvanced telecommunications and information service
capabilities is allowed only when they are being deployed in the networks of telecommunications
carriers and the services are being subscribed to by a substantial majority of residential
customess. Such a subscription level would make these services eligible for consideration for
inclusion in the definition of services supported by the federal USF. The demand of the
institutions eligible for support under Section 254(h) for such advanced telecommunications
services over the PSN is being diveried to private connections that have been made more
affordable by the subsidics under that section. This leaves a smaller total demand on the PSN
over which to spread the costs of such services. This results in higher prices which further
reduce residential demand for the PSN-based services. Therefore, to the extent that demand for
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advanced telecommunications services is diverted away from the PSN by private connections,
the inclusion of advanced services in the definition of universal service will be delayed. In some
rural and low-income or high cost areas this may delay the delivery of access to information

technologies and services,

Lastly, states are authorized under Section 254(f) to develop additional definitions and standards
to advance universal service within a state as long as they are funded so as not to rely on the
federal USF mechanisms. Advancement of Internet accessibility through higher speed
connections to homes would require greater bandwidth than is supported under current FCC USF
rules. This appears to [eave states 1o fund any general advancement in data speed connectivity on
the PSN from in-state sources. This burden is exacerbated because states have to bear the cost of
infrastructurc necessary to process Internet traffic which in turn has been encouraged by the

implicit subsidy inherent in the ISP exemption.
Should ISPs Contribute to the Universal Service Fund?

There is a continuing controversy over using universal service funding to make advanced
services for Internet access and information services ubiquitously available at affordable prices.
That controversy also spills over into the issue of whether ISPs can and should contribute as
“telecommunications carriers” to federal universal service programs. USF funding therefore ties
back to the ongoing policy debate regarding the intent of the Act and the effect of the FCC's
exemption of the ISPs from access charges, effectively declaring them end users rather than
telecommunications camiers. Definitions are evolving regarding what is an end user, a service, 2
facility, and a carrier. Regardless, ISPs benefit from the subsidies for advanced services to the
institutions designated in the Act when those subsidies make it possible for those institutions to
use their services. In addition there is a blurring of the definitions of data, voice, and video when
it comes to telecommunications applications. The Intemnet is capable of carrying voice
transmissions and entreprencurs are attempting to fully tap that capability and that market. As
beneficiaries of subsidies to institutions accessing the Internet, and due to their public offering
characteristiecs. it can be argued that ISPs should share in the cost of subsidizing services that .

are deployed 10 access the ISPs® services.

The Telecommunications Act states in Section 254(d) that every interstate telecommunications
carrier shall contribute to the fund with equity and nondiscrimination. The FCC's previous
exemption of Internet service providers from the “elecommunications carrier® designation for
public policy reasons made sense at that time, but may prove inconsistent with the application of
the Act’s principles of explicit rather than implicit subsidization for universal service.
Redefinition of ISPs as a distinct ¢lass of carriers and application of some form of economically
based access charges and assessment for USF purposes could end this historical subsidy to ISPs
and make them contributors to the explicit subsidies that promote use of their services. {fthe
legal distinction between carricrs cannot be made for purposes of applying access charges,
another alternalive may be to go ahead and assess ISPs and provide universal service funds
dircctly to the ISPs to offset the charges.




V. Conclusions

Atits inception and for many years thereafter, the PSN carried only voice communications,
Growth in data transmission in recent years has resulted in a network that is heavily used for
different types of communications, The current technology used for transmission of voice does
not appear to be optimal for data. 1t is imperative that all participants in the telecommunications
market, including regulators, have a clear understanding of how the PSN interrelates to the data
network and how voice and data telephony are converging.

From a technical point of view, it is important that the PSN start migrating to a network which is
data friendly. While it is understood that the PSN of today needs to undergo some fundamental
changes 1o achieve this goal, we should also understand that all of the nccessary changes do not
have to oceur on what is typically termed "the PSN.” For instance, data traffic could be diverted
onlo a separate, data-friendly network for delivery to the Intemet backbone by adding switch
adjuncts imo the network. Technology such as xDSL could also be employed in the loop to
provide the premises connections which would permit high transmission speeds, thus keeping the
last mile from being the choke point in data transmission. Many technologies could and will be
used 1o provide quality data ransmission capabilities in the future.

To make the transition to the dats-friendly network will involve capital outlays. It is not enough
that the Internet be able to process data, The Joops and switches of the PSN must also be capable
of doing so. Given that there is little compensation today for the increased traffic already
traversing the network, due at least in part to the ISP access charge exemption, carriers may not
be willing to make the investments needed to upgrade the network without a reasonable
expectation of capital recovery. Because the FCC has determined that this investment for
network upgrades will not be recovered through access charges paid by the ISPs, it is important
that we devise some means 1o fund transformation of the PSN from primarily a voice network
into one which can process any type of raffic desired, whether it be voice, data, or video.

This funding could come from the end users who call the ISPs, the ISPs themselves, or the
universal service fund. Of course we must always be careful not to fund technological and
pricing developments which will occur paturally. However, we must weigh this concem against
whether the pace of technology development is acceptable when a large segment of society may
not be provided timely aceess 10 advanced telecommunications technologies.

PSN traffic and advanced telecommunications infrastructure are evolving symbietically.

In recognition of this, costs imposed on the PSN by those accessing the Internet should be
equitably shared among the originators, con and recipients of thesc communications in a
manner that promoies technological innovation, network reliability and service quality,
infrastructure investment, competitive markets, and ultimately, universal service. Numerous
controversies have arisen regarding jurisdictional cost allocations, application of access charges
or other local pricing options, payment of reciprocal compensation, and receipt of and
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assessment for universal service funding for PSN facilities. These controversies may be resolved
equitably, vis-a-vis all telecommunications carriers and end users, if they are addressed
systemically with recognition for their interplay. By secing these controversies in focus in this
paper, regulators and public policy makers may be able 10 avoid the perpetuation of some of the
sezmingly endless applications to the evolving PSN of inadequate and piecemeal fixes to often
outmoded pricing and policy models. Such refreshed vision may engender innovative options
and perspectives that otherwise might not be considered.

In summary, the telecommunications network is undergoing a transformation. It is imperative
that the public continue to perceive the network as seamless. While it may be that several
networks will be used to deliver the telecommunications services of tomorrow, all of them will
have to interact to connect all users. Viewing the networks separately, without taking into
account how they relate to each other in a unified communications system, would jeopardize the
potential they hold to provide benefits for all consumers and to society as a whole,
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Absiract: The past year has seen explosive growth in inser-
net traffic. Currently, the most common way of accessing the
insernet is via the switching systems and the interoffice trunk
Jacilities of the Public Switched Telephone Network (PSTN).
The PSTN was designed to carry voice calls that have an aver-
age call hoiding time of about 3 minutes. The nominal 3 minute
call assumption pervades all aspects of telco equipment design
such as switch engineering, line concentration ratlos, and trunk
group sizes. However, intemet calls violate this fundamental
assumption and kave a mean holding time of the order of 20
minutes with some calls lasting for many hours.

This long holding time traffic severely taxes the PSIN. It
requires additional equipment 1o be provisioned, without com-
pensating revenues, and potensially gffects service performance
Jor all users. Internet traffic, which is packet data in nature, can
in principle be carried much more efficiently on data networks.
However, since the PSTN currently represents the only near-
universal access method, any long term solution necessarily
involves a staged migration from the present mode of operation
towards some packet network solution.

This paper reviews the impacts of internet traffic on the
PSTN. It summarizes the impact of internet traffic on transmis-
sion and switching equipment, the need for comprehensive revi-
sions to existing engineering and planning algorithms, and the
implications of these issues for operational practices and oper-
ations support systems. It also provides analysis of the cost of
supporting internet traffic on the PSTN. Finally, it describes a
number of possible solutions, In each case the current barriers
lo implementing the solution are discussed.

L INTRODUCTION

The past year has seen explosive growth in internet related
telephone traffic - specifically, calls from residential and busi-
ness subscribers across the public switched telephone network
(PSTN) to internet service providers (JSPs).! Although there are
ahternative methods of accessing the internet {to be discussed
later in this paper), the only near-univeraal access currently
available to the public Is via modem calls across the PSTN.
After reaching an ISP, such calls are converted back into data
format 0 that they can be plped directly into a local internet
gateway, or transmitted across a packet nétwork to a remota
gateway. This network architecture is {ustrated in Figure 1.

1. For the purposes of this discussion nteract raffic may be taken to
include inlgrnet, work st home (WAH), telecommuting and op-line
services calls, all of which appear 10 have similar characteriatics.
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The rapld growth in internet traffic has been stimulated by a
number of developments, including: (1) the increased power and
avallability of personal computers (PCs), (1) the growth in com-~
mercial uses of the internet, and (iil) the popularity and
increased case of access to the world wide web (WWW) via web
browsers such as Netscape. In addition, the growth in corporate
teiecommuting and work-at-home {WAH) employment has cre-
ated an environment in which users are more comfortable with
on-line services and are more likely to use PCs for werk and lei-
sure.

1SP POP with
modem bank
B "_F]

() s
8% s [
PC with m

Figure 1: Internct Access via the PSTN

‘The rise in Internet trafflc provides an important indication
that the center of mass in telecommunications is shilting
towards data applications and services. Although the PSTN is
currently used to carry interaet calls In clrcult switched mode,
these calls are essentially data calis. They are generated in
packet data format by PCs, and can in principle be carried far

_more efficiently and cost effectively over data networks. Suit-

able data networks exist today. However, due to cost and equip-
ment limitations, access to these networks is largely Hmited to
high volume business users. As access to data networks
becomes universally avallable, the volume of data traffic gener-
ated by applicatlons such as point of sale transactions, clectronic
commerce, video telephony, etc., will dwarf the traffic currently
carried by the PSTN.

The trend towards data will challenge telecommunications
network and service providers In a number of significant ways.
In general, It will be necessary to develop engincsring. plan-
ning, operationa) and business procedures to cope with new net-
works and services. The first major challenge is being met by
local exchange carriers (LECS) in the form of internet traffic,
This trafflc has significantly increased the load on LEC net-




11/8/96

works, while providing very liitie compensating revenue. While
jts volume poses an immediate threat to the capacity of the
PSTN, at a more fundamental lcvel its qualitatively new char-
acteristics are challenging the engincering, -forecasting, plan-
aing and opcrational procedures established by the Bell System
over the past 80 years.

Atpresent, 2 number of LECs are analyzing the internet phe-
nomenon, and debating the best path forward. Since the PSTN
currently represents the only near-unlversal access method, any
Jong term solution necessarily involves » staged migration from
the present mode of operstion towards some packet network
solution. The principal requirements of the migration strategy
are that it be cost effective (l.e., provide the desired capabilities
for reasonable investment), and that it be sufficiently flexible to
evaolve towards future technologies (e.g., ATM). Confusing the
Issuc are a host of uncertainties assoclated with tarifflng, time
1o market of new technologies, demand forecasts. et¢. Notwith-
standing the complexity of the prablem, solutions need to be put
in place quickly in order to protect the integrity of the PSTN.

The abject of this paper is to review ia more detall the vari-
ousg impacts of interne! waffic on the PSTN, and provide 2 high
level summary of possible solutions. In particular, based on
analysis of traffic data, 1t summarizes the impact of internet traf-
fic on tranamission and switching equipment, the need for com-
prehensive revisions to existing enginesring algorithms, and the
implications of these issuct for operational practices and oper-
atlons support systems (OSSs}). The paper also provides ansly-
sis of the cost of supporting internet traffic on the PSTN.
Finally, it describes possible solutions, including more efficient
use of existing PSTN equipment, as well a3 solutlons based on
packet nctworks {ISDN, Frame Relay, ATM). In each case the
curreat barrlers 1o implementing the solution are summarized.

IL GROWTH IN INTERNET AND RELATED TRAFFIC

As noted above, growth in internet traffic is ded to 8 number
of factors Including: PC penetration {percent of U.S. house-
holds with PCs), modem penctration {percent of PCs with
modems), growth in corporate telecommuting and WAH
employment (these users tend to be high volume users), and a
range of less easily quantifiable factors such as time to market
of new technotogles (c.g., ADSL) and customers’ willingness to
pay for ‘hot’ new applications. Based on Bellcore's market
analysis, Figure 2 shows conservatve demand projections for
internet access out to the year 2001. The demand is broken
down into two categories: dlalup access via the PSTN using
POTS and ISDN lines (Jower part of Figure 2), and alternative
‘dedicated’ access methods such as ADSL, which effectively
bypass the PSTN (upper part of Figure 2). Note that the y-axis
in Figure 2 has no units. Figure 2 illustrates anticipated average
relative growth in U.S. internet traffic over the next 5 years.
More detailed assumptions and information are required in
order to be precise about grawth in particular LEC markets,

2

The demand forecasts In Figure 2 are conservative, in the
sense that conservative assumptions were made regarding the
rollout of new technology. They suggsst that by 2001, interaet
traffic will approximately double relative to its present value. If
more aggressive assumptions are made, the demand could be
significantly higher — as much as 5 times its present value by
2001. In fact, these estimates may well be too low, since they
aro based on analysis of numbers of houstholds, No sccounting
is made for growth in per household internet traffic, which liself
could be quite significant. In bricf, the figures indicate that
while new technologles such as ADSL asd cable modems will
grab a segment of the internet access market, the PSTN will
support most internet access traffic for atleast tho next 5 years.

1968 1994 1905 1900 107 158 169 2000 2001

Figure 2: Forecast Demand for Internet Access
IIl. CHARACTERISTICS OF INTERNET TRAFFIC

Today's PSTN has evolved over the past 80 years to become
a very efficient carrier of voice telephony. This evolution has
occurred in a carefully planned fashion bated on detailed under-
standing of the characteristics of voico traffic. The well estab-
lished englncering model for voice calls assumes that: (i) the
average call holding time is around 3 minates, (i) the statistical
call holding time distribution Is well approximaied by sa expo-
nential distribution, and (1ii) call arrivals arc Polsson, These
mathematical assumptions have been vatidated via analysis of
measured data. In conjunction with appropriate demand fore-
casting models, they are used to engineer the PSTN, For exam-
ple, the aperations support systems (OS5s) that monitor tunk
usage in the PSTN, utilize the above model to decide when and
where additional trunking capacity should be provided. The
large scale economics of the PSTN - e.3., its return on capital
jnvesunent — are largely determined by how efficiently it can
carry traffic across shared swiching and transmission
resources. Appropriate traffic models quantify what efficiencies
can be schieved for a glven grade of service (GOS).
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Traditional models of volce telephony are embodied in 8
range of widely used standards, engincering procedures, OSSs,
and cost models [1]. They underlie the traffic, measuremeat and
engincering sections of Bellcore’s LATA Switching Systers
Generic Requirements (LSSGR) (2], that for many years have
provided a benchmark for the functionality and performance
expected of LEC switches in the U.S. They srelikewise embed-
ded in Bell System OSSs auch as TNDS and COER [1], as well
as [n vendor supplied planning and engincering systems far spe-
cific switches. Finally, they are incorporated i tools used by
the RBOCs for estimating the cost of the network switching asd
traosmission cquipment required to meet projected growth,
based on detalied breakdowns of capital costs, cic.

Toternet traffic {s qualitatively diffecent from tradional
voice traffic. Based on current data analysis, interoet calls have
a mean holding time of the order of 20 minutes, and thelr distri-
bution is not exponential.! Instead, the holding times of internet
calls are statistically disariboted according to & power law distrl-
bution. This means that with non-negligible probabilily, one
can encounter calls with very long durations - e.8., 12 hours, 24
hours or longer, Traditional and internet call holding time dis-
tributions are llustrated in Figure 3. The plots in this figure give
the probability that a call holding time will be greater than the
time value on the -axis. The ‘flatter’ shape of the intemet dis-
tribution indicates that internet call durations vary widely from
a few seconds to many hours. In contrast, the probability thata
traditional voice call will last longer thaa a 10 minutes is very
low, and the probability that it will exceed one hour is virlually
zero. Tradlvional call holding times tend to be clustered far more
closely around the average value of 3 minutes.

...............

100

oAt dumtion (inutes)
Figure 3: Call Holding Time Diswibutions

In addition to qualitative diffcreaces, internct traffic is also
quantitetively different from traditional voice traffic. PSTN
traffic loads are typically measured In units of centum call sec-
onds {ccs), representing one hundred scconds of connect time,

For example, a subscriber line which genorates an average of 2

1. Based oa preliminacy analysis of recently collacted date. More work
iz underway to refine internet iraffic models.

3

calls per hour with an average cal) holding time of 3 minutes is
sald to generats 2x(3x60)/100 = 3.6 ccs load, where the maxi-
mura possible load per Jine is 36 ccs. Historically, rosidential
and business subscriber lines are expected 10 generate 3 - 6 ccs,
with residential lines ai the Jower end of this scale and business
lives at the higher end. The PSTN is onglnecred around this
expectation. If & subscriber now starts using the same line to
carry internet calls, as weil as regular voice calls, the average
load generated per line can rise 1o 10 ccs or higher. In this case,
the network is suddenly required to handle about 3 times the
load for which it is englineered,

IV. IMPACTS ON THE PSTN

The nature of internet traffic creates a pumber of issues for
network engineering. The most lmmediate impact is due to the
much higher loads generated by Internet users. When signifi-
cant number of subscriber lines suddenly gonerate 3 times thelr
engineered Joad, one can expect sigaificant congestion to occur
in several parts of the PSTN: the local access switch, the back-
bone trunk and tandem network, and at tho terminating awitch
which is connected to the ISP. Since internet traffic from a wide
geographic area is typically funneled into the terminating
switch, acute congestion is most likely to ocour first at the ter-
minating switch. In such cases, lines between the terminating
switch and the ISP havo been observed to be loaded to 30 ccs or
more. Under these conditions, only a fraction of calls can suc-
cessfully complste. That 13, most calls are blocked due to lines
not being available.

The congestion that has been observed ia other parts of the
PSTN ~ the access switches and trunking network — is partly
due to elevated loads, and partly due to other less cbvious
causes. Line peripheral units in LEC switches are engineered to
traditional traffic levels i.6., 3 - 6 ccs per line, In particular, line
concentration ratlos (LCRs) ~ the ratio of lines 10 trunks —are
matched to these Joads, £0 as (o pravide a uniformly good grade
of service to subscribers e.g., <1% calls blocked. Internct usage
can increase the Joad generated per subscriber line to 10 or more
ces, resulting in excessive blocking of call attempts, dialtone
delay, and related problems. In summary, internet traffic can
result in dramatic degradation of service quality.

The occurrence of excessive blocking is illustrated in a heu-
ristic way in Figure 4, Figure 4 shows two blocking curves
deérived from traditional traffic models, Ond curve is for a sce-
narfo In which 2 group of ines is offered traditional exponential
calls. The other is for a scenario in which 4% of the lines are
effectively blocked out (Lo, continucusly occupled) by long
haiding time Internet calls. In the latter case, the presence of the
internet calls produces 2 sixty-fold increase In the blocking
expericaced by the exponential traffic {from 0.05% ¢o approxi-
mately 3%). Figure 4 shows that a small percentage of internet
traffic can have 8 dramatic impact on network pesformance.
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Figure 4: Blocking Scenarios

Within the PSTN, the only answer to this problem is ¢o
reduce LCRs i.e., to provide more trunks (and other switch
resources) per subscriber line. I this way one regains the estab-
lished grade of service, at the cost of providing additional net-
wark equipment. Since line ierminating equipment is the largest
capital component of switch cost, nterset trafflc has the poten-
tial to cost LECs large sums of money in ‘out of cycle’ capital
expenditure. First cut cstimates suggest that this cost will
exceed $35M per region per year. However, this estimate is
based on incomplete analysis, and the actual cost is expected to
be much higher. Further studles are underway in Bellcore to
produce more accurale estimates of this cost. Figure 5 shows
Bellcore’s analysis of a hypothetical scenario, which involves
30 central offices (COs) providing Internet access, several tan-
dem switches, and two internet ‘hub* COs (L.e., terminating
switches), For the purposes of this study, Bellcore's SCIS toal
was used to estimate incremental capital and operational costs
ot & per switch basis.

| ¥~ MUK Mt Tk Badgend Py
P am-mghe
- Advirkrgte Ot
K. s Copariraley
X g St

7 M Dot g Jous inbornth

Figure 5: Cost of Supporting Internet Access

The Jargest cost components in al! switches were associated

with line terminating equipment, Note that trunk and adminis-
trative costs were not included in this study. Based on extremely
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consecvative assumptions, the annual cost of supporting inter-
net access in an ISP point-of-presence (POP) serving area was
estimated to be in the range $2.7M to $4.2M+. (Cosis vary
according 1o factors such as vendor specific capital and opera-
tional costs.) A typical LEC will contaln many such POP ger-
vice arcas. Note that this expeaditure is Jikely to gencrate little
compensating reveaue for the LEC, Many subscribers will sim-
ply use thelr existing flat rate lines for internet access, resulting
in zero additional revenues to the LEC, Others may purchase 2
sccond line ~ second line saleg have risen substantially recently
~ however, the additional reveaue from this source is unlikely
to offset capital expenditure.

For more accurats estimates of the additional cost to LECs
of supporsg laternet traffic on the PSTN, it is natural to tum o
traditional traffic madels. Thess models have been used in the
past to engincer such quantities as LCRs, switch resources,
trunk groups, otc. However, the qualitatively new characteris-
tics of intemet traffic imply that the traditional modely are no
longer valid. For example, it is not sufficient to simply plug the
new elevated subscriber line loads into traditlonal traffic mod-
¢ls, and recalculate line concentration ratios. The traditional
models are overly optimistic and will teod to under-cstimate the
Internet impact. New models are required, which account for
the much greater variability in {nteract call holding times. This
point is iltustrated {n Flgure 6 below.

Figure 6: New Englneering Models

Figure 6 shows a traditionsl *load-service’ curve (solid line),
for example, one that might be generated using an Briang B or
Paisson formula. For & given grade of scrvice (1.¢., blocking
probability), such a curve is used to calculate a ‘safe operating
point’ (SOP} for the reievant equipment. The SOP Is the largest
load that can be carried by the equipment while still meetiag the
GOS criterion. In the presence of iaternet traffic, switches and
trunks can noJonger be assumed to operate on the solid curve in
Figure 6. Instead, they will tend to operate in some band around
this curve, indicated by the dashed lines. It follows that in the
prescace of 1nternet trafflc, one must englneer the network more
conservatively, according to the left-most dashed line. The
overall impnct of this effect is to de-load network equipment.
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and reduce network efficiency. The maguliude of thls effect -
i.e., the additional cost to the network associated with new engi-
necring criteria — is yet to bo fully quantifled. However, work is
underway in Bellcore to address this issue, and t0 provide suit-
ahle new engincering models in the near future. These models
will replace the traditional models doveloped in the Belf System
over the past 80 years.

Going beyond fundamental traffic models and capital cogts,
the Increased variability of internet traffic will impact the oper-
ation of LEC networks ia a varlety of ways, In the arca of oper-
ations snd facility management, current procedures for losd
balsnclng and monitoring switch performance may prove faad-
equate for intezoet traffic, Severe difficultics have already been
encountered in load balancing switches carrying significant lev-
els of Internet traffic. This problem is preseatly being siudied by
Bellcore to determine what changes are required to current pro-
cedures, and what new switch measurements may be needed.
As noted In section 3, a number of the large scale OSSs and sup-
port tools used by LECs are based on traditlonal traffic models.
These OSSs need to be updated to accommodate internet traffic.
If they are not, the tendency will be for these toals to underest-
mate network resources, potentially resulting in poor service to
subscribers, and sub-optimal network planaing.

Finally, from the LEC perspecivs, it is important that equip-
ment vendors, particulasly switch vendars, be aware of these
issues, and take necessary steps to incarporate new traffic mod-
els and engincering algorithms into their engineering, provi-
sioning and planuing tools. Swiich vendors also need to
conslder whether new traffic measurements should be provided
by switches, so that their customers can better track and respond
to chenging traffic profiles.

V.NETWORK SOLUTIONS

As noted gbove, the most common Iaternel access arrange-
ment at preseat s for ISPs to be connected to the local ‘lermi-
nating’ PSTN switch vialarge multiline hunt groups, consisting
of hundreds or perhaps thousands of lines. No special actions
are taken within the PSTN (o identify or route internet access
traffic separately, or at a different grade of service, from regular
voice traffic — Internet trafflc uses exactly the same switches,
trunk groups etc, This situsilon will bs referred to below as the
present mode of operation (PMO).

Scctions I - IV discussed various PSTN impacts of internet
access traffic in the PMO. It was noted tha since the PSTN cur-
rently represents the only near-universal access method, any
long term solution to these problems necessarily involves a
staged migration from the PMO towards soms packet network
solution. This section describes & number of solutlons that will
relieve pressure on the PSTN, and uitimately allow internet traf-
fic 10 be carried in an efficient, economical fashlon. These solu-
tions may be characterized as short term (ST), medium term
(MT) and long term (LT). In ench case the current barriers
implementing the solution are discussed.
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As shown in Figure 7, internet solutions may be broadly
characterized according to whether they are implemented in the
access switches of the PSTN, or in the inter-office bunking net-
work. Trunking solutions generaily atiempt to reduce stress on
the PSTN by de-loading the switches as far as possible, and by
trunking internet raffic more intelligently. Trunking solutions,
however, do not address the central problem of internet traf-
fic, which is that the PSTN is not designed to efficiently carry
packet data traffic. Access solutions do address this probism.
Thay atiempt to siphon off internst traffic at the edge of the
PSTN, befors it antars PSTN switch and trunk facilities. Once
the internet traffic is scparated from volce traffie, it is then
routed onto dats networks, where it can be carriod very offi-
clently. Access solutions have far more long term potential to
reduce the cost of carrying internet traffic, and for this reason
are fkely ta form the basis for any long term network solution.
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Figure 7: Access versus Trunking Solutions

Tt Is possible to take advantage of both broadband technolo-
gies such as B-ISDN, Frame Relay, and ATM to provide a more
efficient Interface to ISPs as well as narrowbaad technologics
such as Advanced Intelligent Network {AIN) or Local Number
Portability (LNP) to moare efficiently route the data calls within
PSTN to switching systems that can better handle the data calls.
While the underlying technology for these solutions is largely
fo piace, a setwork planning sssessment is needed to select the
most promising and cost effective of these technologics to
implement.

The trunking and access solutions discussed la this section
are listed below, together with their characterization as short

term, medium term of long term:
TRUNKING ACCESS

« managed PMO (ST) « mamaged PMO (ST)

* pumbering solution (ST)  + packet modo ISDN (MT)

+ modem pool in CO (ST) » pro-switch adjunct (MT)

+ post-switch adjuact (ST) « ADSL MT/LT)
» cable modems (MT/LT)
+ packet radio (LT)
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Managed PMO Trunking Solution

Trunking solutions address the problem of congestion in the
trunking network asd torminating switch. Although truaking
solutions are technically feasible, they may not be within the
full control of LEC for & number of reasons. Firsl, an ISP buys
only as many lines as it deems necessary o the tcrminating
swilch. For the most part, ISPs arc content to provide a much
poorer grade of service than in the PSTN. Internet traffic is
growing so fast that customer reicotion is nol an issue {at Jeast
ia the nesr term), and cusiomers themselves generally expect
many calls to be blocked. Consequently, with too few lnes to
accommodate the offered load, congestion is likely to be a
chronic problem on ISP lines,

This congestion can be contained by putting ISP lines on
separate peripherals so that other customers are not affected. It
could also be ameliorated by: (1) connecting the ISP to the ter-
mioating switch via tunk or primary ratie ISDN (PRI) loier-
faces, (ii) connecting the ISP directly to tandem switches via
trunk or PRI interfaces, s0 that switches are de-loaded, and {jil)
connecting the ISP to remote integrated digltal loop carrier
(IDLC) intecfaces, which could be engincered to an appropriate
grade of service. The lalter three actions would improve the
LEC operations and facilities aspects of this problem.

However, ISPs currently percelve little incentlve {e.g., in
terms of cost) to move away from basic line side connectiont,
and so they typically opt to be conaected to the switch via mul-
tiline hunt groups. Ia some cases this cholce may be made in
ignorance of other options, or through failure o recognize the
potentlal cost / performance advantages of more efficlent inter-
faces. The competitive cost of basic line side connections is
undoubtedly atractive to ISPs. However, Hoe side connections
are more expensive to malntain gperationally, and as muliiline
hunt group sizes grow, there may be some cost Incentive for
ISPs to move towards trunk or PRI interfaces.

‘This issue highlights the role of tariffing in influcacing prac-
tical network solutions. The tariffs applied to various line types
by public utilitics commissions (PUCs) in many cascs reflect 2
traditional view of how subscribers utilize network equipment.
Tariffs are set in part so that different classes of customers pay
in proporilon to their usage of network resources. However,
internet traffic has distorted traditional patterns of network
usage, and undermined the LECs® sbility to recover costs in
proportion to usage. Belleore {s currently helping the LECs
address this izsue through data studies in support of tarff
changes.

AIN Routing / Numbering Solution

The maln iden in this solution is to assign switched based
dialed pumber (DN) triggers to pre-adveriised internet or on-
line elephone numbers. Once the originating switch recognizes
that the call is destined to an ISP (based on the defined trigger),
it can then either route these calls to a tandem or a large switch-
ing system that has sufficient capacity te carry the data calls
{e.g.. an inner-city switch which s under-utilized at night), or
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declde to route them out of the PSTN entirely and use 8 packet
network 0 concentrate the data traffic for transport 1o the ISP.
In cither case, the flest step in this solution would be to detect
the data calls ysing the defined trigger, and segregate them from
voics catls for more efficient transport and routing. The office-
based DN trigger is available ln most modern switching sys-
tems.

One [mplication of this approach is that every call through
the switch must be screened for this trigger, which will typleally
require additiona! processor capacity. In the case of equivalent
AIN triggers, there may be a substantia? hit on switch proces-
sors, which translates iato a substantial reduction in switch
capacity, due to this potentially non-revenue producing internet
wraffic. A potential advantage of the AIN / numbering solution
is that it concentrates internct wraffic in relatively few places
(e.g.. designated trunk groups} and thereby achieves economic
efficlencles in the engineering of CO equipment, as well as min-
imizing capital expenditure for high performance interfaces
between selected tandems and ISPs.

Once a data call has been detected, It can then either vse
translations and routing tables in the switching systems to route
the calls to pre-selected switches or alternatively launch a rowt-
ing query to an AIN Service Conirol Point (SCP). The advan-
tage of using SCP1 is that switches do not need to store large
routing tables that are subject to frequent change. SCPs pormit
intelligent routing based on availsbllity of modem ports or
routes, ime-of-day and day-of-week routing, and other criteria
that LEC and ISP can agree upon, Additlonally, the LNP archi-
tecture offers the advantage of maintaining the same access
numbers while routing the calls in way that is most cost effce-
tive for the LEC or ISP. Thus end-users always dial the same
number 10 access the ISP. However, the network routes the catl
based on paths that are most sultable from a network capacity
and cost poing of view.

Maodem Paol in Central Office / Post-Switch Adjunct

Instcad of providing IMB line (nterfaces to the ISP, in which
case the ISP malntalns its own modem pool, the LEC, as a value
added service, could malntain a modem pool (or equivalent
cquipment) on its own premises, conceatrate the output of this
modem pool into high speed digital pipes (DS1/DS3) cither at
end offices or tandems, and then transport the aggregated daia
stream to the ISP across a data network (e.g., Frame Relay).
This implementation may provide a more attractive Interface
for the ISPs — meintenance of large modem pools is an acknowl-
edged problem — while providing the LEC with the opportunity
10 engineer the network so as to avold the LHT related peob-
lems. One business driver for this solution Is that ISPs desire to
extend thelr local calling areas as far as passible, so that custom-
ers beneflit from local calling rates. Widely deployed modem
pools 7 sdjunces effectively achiove this cbjective. The business
case, and deploymeat, implementation and engineering guide-
lines for this solution need to be more fully analyzed.




11/8/96
Mangged FMO Access Solution

Within the local access switch, it is possible to take some
actions to reduce or manege the impact of Internet traffic. For
example, If it is possible to identily heavy lnternet users, onc
can provide IDLC interfaces for these users, which are engi-
neered independently of other lines to provide the required
grade of service. Educated management of access switches will
provide limited relief from Internct problems ~ If nothing clse,
it is better for operations staff to understand the problem than to
operate in a blind fashion. However, managed operation of
nccess switches within the PMO will result i significant ‘out of
cycle’ equipment expenses, and will not provide any substantial
long term relief from internet problems.

Packet Mode ISDN

Data transmission oaly uses a fraction of the 64 kbps circuit
switched bandwidth which is beld up for the duration of internet
calls, Specifically, data packets are sent back and forth across
the circuit in rapid bursts followed by relatively long idle peri-
ods, and thus the bandwidth remains unused for most of the call.
The inefficiency of carrying packet data aver circuit switched
networks was the main driver for developing packer swiched
networks.such as X.25, Frams Relay, cic.

Ideally, one nceds a simple method of identifying internet
czlls as data calis, and routing them to a data network before
they enter the PSTN, In its packet mode services, ISDN pro-
vides such a method. Circuit mode ISDN calls operate in much
the same way as traditlonal analog POTS calls. They seize a 64
kbps circuit and retaln it for the duration of the call, regardless
of whether the bandwidth s used ar not. Tn contrast, packet
maode ISDN cells do not reserve any fixed amount of bandwidth
~ they use bandwidth only as required. In packet mode calls,
packets are sent as the subscriber gencrates them, and the switch
is engineered to mulliplex multiple packet streams topether
onto shared communication channels, so that bandwidth is uti-
lized effectively, and all users receive an acceptadle level of
packet delay performance.

Packet mode services constiwte a different paradigm for
communications. They were included in ISDN for the purpose
of carrying packet data traffic, but for a variety of reasons have
not been made generally available to the public. Some of these
rcasons are possibly connected to questions concerning the
capacity of ISDN packet handiers (which siphon off packet date
traffic at the access side of the switch), and some may be related

to lack of (pre-internet) applications and positioning of these

products within the market place.

Although there are issucs concerning the capacity, engineer-
lng and cost of ISDN peripherals, packet mode ISDN in princi-
Ple constitutes tie most attractive sclution for identifying and
segregating data calls at tho access side of the switch. Imple-
mentation of ISDN as & practical solution may require interac-
tions with switch suppliers to understand current Hmitations of
packet handlers, and possibly Increase their capacityin lne with
projected demand for packet mode services. Interaction may

7

al30 bo required to investigate appropriate engincering algo-
rithms for ISDN switches. These same issues are currently arls-
ing through the use of packet mode ISDN services for point of
sale (POS) transaction teafflc.

Ere-Switch Adjunct

The Idea of 8 pre-switch adjunct is to put some equipment
with switching and modem capabilities betweca the subscribor
sad the local access switch, This adjunct squipment would per-
form some sort of table lookup on each call origination, to deter-
mine whether the call is destined to an ISP, or whother it ls =
regular voice call. In the first ¢ase, the adjunct equipment would
route the call to a data network {via 8 modem function) and
totally bypass the LEC switch. In the case of 2 voice call, the
adjunct would simply pass the call to the LEC switch, and call
sctup and billing would procoed normally.

The idea behind the acceas node is valid - 10 siphon off data
calls before they hit the LEC switching network. However,
there are a variety of techaical and busiuncss issues which need
to be resoived with this approach, including the engineering and
operations issucs surrounding suppart of the adjunct, the cost of
the additional equipment versus other solutions, implementa-
tion of billing, etc. In additon, slace the sdjunct resides
between the subscriber and the local access switch, which is the
subscriber's primary polnt of contact to the network, the pre-
switch adjunct solutlon caises sensitivitios to issues such as celi-
ability, priority for emergency calls, recovery from failures,
overload control, etc.

Asymmetric Digitat Subscriber Loop (ADSL)

ADSL is an emerging technology that would replace or sup-
plement the existing POTS or ISDN line between the subscriber
and the local access switch. ADSL provides morc bandwidth
from the switch to the subseriber than jn the reverse directon,
from the subscriber to the switch. This arrangement {s based on
the expectation that subscribers will typically want to receive
more informatlon (e.g.. video images) than they send. ADSL
also provides the capability to siphon off data calls on the access
side of the swiich, before they enter the PSTN. Thess calls
could then be routed to a packet network for efficlent transport,
Although it represents a pateatial solution, the imeframe and
economics of ADSL rollout and acceptance are not clear.

Cahle Modems

Cable modems utilize a shared hybeid fiber coax (HFC)
medium and a media access control (MAC) scheme to share
bandwidth among a subset of customers from a cable head-end.
Ceble modem technology has the potential to provide attractive
high speed data access to cable-equipped subscribers. However
the implementation details of this technology are still being
explored. Since most, If not all, cable modem technology Is
implemented with s MAC scheme that allows for collisions and
retransmissions, many detalls of the modem architecture, MAC
scheme, traffic characteristics, line length (ie. propagation
time), deployment topologles, etc. will affect the real-world
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throughput of these devices, Vendor claims of 100 times var-
rowband ISDN bandwidth may greatly overatate thels realizable
throughput in realistic deployment sceaarios. The aggregation
of the upstream bandwidth of these devices is also dependent on
traffic characteristics, as the upstream bandwidth Is limited.

As with packet mode ISDN and ADSL, cable modems rep-
resent a solution in which internct traffic would be carried over
data networks rather than the PSTN. Since cable lines are
owned by cable companies, cable modems represent a potential
competitor to the LECs. In order to retaln markst share, the
1ECs cither need to team with cable companies, or deploy alter-
native solutlons that are competitive with cable modems in
terms of access speed, casc of installation, etc. As with ADSL,
the timeframe and economics of cable modem roflout and
scceplance are not clear.

VL. CONCLUSIONS

Due to a variety of market drivers, including wider availabil-
ity of personal computers, the popularlty of web browsers, and
the rapid increase in internet service providers, internet trafflc
on the PSTN has experienced explosive growth in the past 6 to
12 months, and is projected to continue this growth for at least
the next 5 years. The public switched telephone network
{PSTN} will be the main carrier of Internel access traffic for the
faresceable fulure. The PSTN is already struggling under the
increased volume of this traffic, and network problems such as
congestion, excessive blocking of subscriber calls, and exhaus-
tlon of switch capacity point to the danger of network fallures
unless effective short term and long term network solutions are
identified and implemented soon.,

Internet traffic is cssentially data traffic, and can be carricd
most effectively on data networks. However, since the PSTN is
curreatly the only near-universal method of access, any long
term solution will necessarily involve a staged migration from
the present mode of operation to some data network solution,
The burning issue for LECs is how to engincer this migration in
a cost effective and timely manner, given current lechnological
constraints. This paper has identifled a range of actions that can
be taken to orchestrate a satigfactory long term soluticn. The
final solution for each LEC may include a number of these
aclons, and could well be influenced by the unique business
strategies and network plans of that LEC.

Regardless of the ultimate solution selected by an LEC,
there is a substantial amount of work required In order to cost
out the alternatives, perform interoperability testing of varlous
supplier equipment, formulate appropriate cngincering and
operations plans for the network, and transiate these technical
advances into atwractive products and marketing strategies. In
parallel with this activity, it may be desirable for the LECs 1o
jointty support the industry in formulating common equipment
/ interface standards and functional requirements, to facllitate
scrvice offering and interworking within the U.S. market.
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Abstract: The explosive growth of the internet has cre-
ated problems for the Public Switched Telephone Net-
work (PSTN), which for the foreseeable future will pro-
vide the mafority of users with internet access via dialup
modems. Based on current growth rates, the volume of
‘iniernet’ traffic on the PSTN s forecasted to rival or
overiake ‘regular’ telephone or fax irqffic in the next
Jew pears. This represents an engrmous shifl in the vol-
ume and nature of the PSTN traffic.

All of the solutions proposed to date recognize that it is
necessary to off-load internet traffic from the PSTN. The
PSTN is optimized for circuit-swilched voice traffic,
whereas infernet iraffic is most efficiently carried by
packet-switched networks. In the search for effective
off-load strategies, the first impulse has been to look for
technological answers, ie., to employ a new class of
equipment io siphon traffic off the PSTN.

However, it is equally important, and perhaps more cost
effective, 1o explore the use of existing features and ca-
pabilities in the voice network to develop efficient
strategies 1o carry internet traffic. Intelfigent Network
capabilities, and those provided by Signaling System
No. 7 (887) infrastructure, can be used to construct off-
doad architecivres with flexible routing and call control.
This report describes a number of such architectures.

1. Introduction

Reed Hundt, outgoing chairman of the FCC, recently
voiced the nced for a *... high speed, congestion-free,
always reliable, friction-free, packet-switched, big
band-width, data friendly network that is universally
available, competitively priced, and capable of driving
our cconomy to new heights. ., If we build it, the won-
ders will come.™ *

The authors of this paper are in agreement with Chair-
man Hundt's desire for ready public access to high
speed data networks and the internet. The center of
mass in the telecommunications industry is shifting
away from traditional voice technology to data net-
working. High speed public data networks are needed to
support a range of advanced telecommunications and
information services that will become available in the
near future, including commerce over the web, multi-
media applications, and internet telephony.

However, while data networks will be a key ingredient
of the future, the existing voice network (the PSTN ')
will not become obsolete ovemight, or even for many
years. For one thing, there is a huge investment in the
PSTN which cannot simply be discarded. Furthermore,
the PSTN is a sophisticated system that offers an array
of advanced features that cannot be matched by data
networks in their present stage of maturity. With intelli-
gent planning and packaging of services, voice and data
networks should in fact complement and augment one
another, for the greater benefit of subscribers.

The integration of voice and data services was planned
well in advance by the ‘minders’ of the telecommunica-
tions infrastructure. For ¢xample, work began as early
as twenty years ago on an Integrated Services Digital
Network (ISDN), that would combine voice and data
services. While ISDN has enjoyed a recent surge in
popularity due to the growth in internet trafTic, its pene-
tration is still very small.? Efforts to simplify 1SDN or-

1 Public Switched Telephone Network.

2 According to references in a recent FCC report (reference
D), approximately 70% of subscriber lines can in principle
support ISDN. However, only 1% of access lines actually
have ISDN equipment deployed. And only 1.4% of internct
users employ ISDN service.
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dering and provisioning are currently underway, with
the goal of increasing ISDN penetration. However, sup-
port for ISDN may be croded by competition from
newer technologies such as high speed analog modems
and Asymmetric Digital Subscriber Loop (ADSL).

In principle, ISDN should have provided a ‘data pipe’
into residential homes, to supplement the existing ‘voice
pipe’. As always, access is one of the main barriers to
the growth of data services — the famous ‘last mile’
problem. In the absence of widely available data access
to residential homes, data services will tend to remain
niche products, available to limited scgments of the
population. The need for ‘universal’ high speed data ac-
cess might be satisfied in the Ruure by technologies
such as ADSL and cable modems. In the near term,
however, these products are unlikely to achieve wide-
spread deployment, due to immaturity of the technology
and the initial expense of equipment.

Over the next few years, the PSTN will provide the vast
majority of residential users with access to the internet
and other data networks. Using voice circuits or ‘pipes’
to access data networks is not an ideal solution. How-
ever, it is the only alicrnative that is feasible in the short
term. [ronically, in spite of the failure to deploy large
scale residential data access, internet traffic may well
drive the [lirst widespread integration of voice and dala
networks. Due to popularity of the World Wide Web,
ctc., diatup internet traffic on the PSTN has experienced
dramatic growth over the past two years. This in turn
has created problems for the PSTN, leading network
operators and equipment vendors to seek ways of off-
loading internct traffic from the PSTN onto data net-
works.

Al present, the pros and cons of various intemet off-
load strategics are being debated, and subject to market-
place evaluation, For example, carrier meetings such as
Bellcore's Internet Traffic Engineering Sotutions Forum
(ITESFY are actively exploring architectural solutions
for ihe internet congestion problem.’

3 The ITESF was created in 1997 and meets quarterly. At the
time of writing. membership includes 8 carriers from the
U.S,, Canada. and Australia. Its goal is to understand the
impact of interact raffic on LEC networks, share best
practices. and identify architectural solutions. Equipment
suppliers are also invited by the ITESF to discuss relevant
current and future products,

In the search for solutions, the first impulse has been to
look for technological answers - i.e., to employ some
new class of equipment to siphon traffic off the PSTN.
However, it is equally important to explore the potential
for using existing features and intelligence in the voice
network to develop efficient strategies for carrying
internet traffic, In particular, the Signaling System No.
7 (SS7) and Intelligent Network (IN) capabilities of the
PSTN have the potential to enhance the management,
and streamline the transport of Intenet traffic, whatever
technology and network equipment is employed.

This paper revicws a number of network architectures
that facilitate the inter-working of the PSTN and data
networks and, in particular, that allow internet traffic to
be off-loaded from the PSTN onto data networks for
more efficient transport. The pros and cons of these ar-
chitectures are discussed. A particular emphasis of the
paper is on the possible role of IN and SS7 capabilities
in supporting the flexible transport and management of
internet traffic. The main conclusion of the paper is that
S87 and IN capabilitics can significantly imptove the
attractiveness of both pre-switch and post-switch off-
load architectures.

2. Problem Statement

Intemet traffic creates a number of problems for the
PSTN, but ultimately the most critical problem is that it
upsets the PSTN’s established economics. Internet traf-
fic increases the load an PSTN resourges, requiring the
purchase and deployment of additional PSTN equip-
ment, in order to carry the excess traffic. It follows that
internet traffic increases the costs experienced by net-
work operators. In contrast, it results in [ittle or no com-
pensating revenue. Cr, as in the case of second lines, the
revenue is outweighed by the increased costs.®

At present, many local exchange carriers {(LLECs) are in
a holding pattern with regard to internet traffic, while
potential solutions are evaluated. Although sufficient
equipment has been added to cope with current de-
mands, there is a clear recognition that better solutions
are required. Furthermore, practical workable solutions
are needed soon, since there appears to be no slow-
down in the rate of growth of internet traffic.

One example of intemet growth concerns the recent in-
troduction of flat-rate pricing for some popular on-line
services. Bellcore measurements suggest that under flat-
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rate pricing plans, users will stay on-line up to twice as
long {on average) as under metered rate plans. Under-
standably, given the number of online users, this dou-
bling of call duration can result in significantly higher
loads for the PSTN. Internet growth forecasts from sev-
eral sources all point to continued rapid growth. For ex-
ample, by the ycar 2000 it is estimated that 30% of US
households will be on-line, compared to 15% in 1997,

The continued growth of internet traffic adds to the
costs of network operators. Since tariff relief is unlikely
in the near term, the only solution to this problem is to
proactively reduce costs by carrying internet traffic
more efficiently. There are many proposed architectures
for doing this, and the challenge for carriers is to iden-
tify the best off-load strategies, and synthesize the
onc(s) that are most cost effective, and that are consis-
tent with network evolution. The final solution may
well make use of many different elements, including
new types of equipment, and the use of IN capabilities
in creative and nove| ways,

For a brief description of intermnet-related problems on
the PSTN, and a survey of architectural solutions, the
reader is referred to an carlier Bellcore white paper an
this subject.” The impact of internct traffic has been
documented in more detail in studies by Bell Atlantic,
NYNEX, Pacific Bell and US WEST (see the web pages
for these companies), and a comprehensive averview is
provided by a recent FCC paper.® In addition, internet
congestion has been discussed in numerous technical
magazines and mass media articles and a more peneral
perspective on how intemnet trafTic affects PSTN engi-
neering is given by the Bellcore article.® Many suppli-
crs have developed, or are in the process of developing,
products aimed at alleviating or solving internet con-
gestion on the PSTN.

3. Kecy Issues
3.1 Why off-load?

The root cause of internet congestion is that internet
calls have a much longer duration than the voice calls
for which the PSTN was designed. Typical internct calls
have an average duration of 20 minutes or longer, while
average voice calls last 3-5 minutes. In addition, a seg-
ment of internet users stay online for many hours at a
time, The probability of a voice call exceeding one

hour's duration is less than 1%. In contrast, morc than
10% of internet calls will exceed one hour.

In a circuit-switched network such as the PSTN, these
long holding time (LHT) calls tie up both switch re-
sources and interoffice trunks, and cause congestion that
affects all users, Bellcore traffic modeling, supported by
field measurements, shows that small increases in the
amount of internet / LHT traffic can significantly in-
crease the probability of call blocking (the main quality
of service measure in the PSTN), For example, if 4% of
users generate internet catls with 45 minute calt holding
time, then the probability of blocking increases from
1% to 7% (assuming no additional network equipment
is deployed).

Even though an internet call lasts much longer (on aver-
age) than a voice call, the line is not actively used dur-
ing the entire call. It is estimated that internet users
utitize only 1/5 10 1/6 of a voice circuit’s bandwidth,
The on-off nature of internet traffic makes it ideal for
packet switching, which ‘multiplexes’ (i.c., combines)
several users’ traffic onto a single channel. It is antici-
pated that muitiplexing gains of 300% to 500% can be
achieved by transporting internct access traffic on
packet-switched versus circuit-switched nectworks. The
efficiencies obtained through statistical multiplexing re-
sult in lower capita) and aperational costs, provided the
trafYic is of sufficient volume, and assuming that a data
network infrastructure is in place. These reduced costs
are a principal motivation for off-loading internet traffic
from the PSTN onto data networks.

3.2 Present Mode of Operation

Before discussing off-load architectures, it is uscful to
understand the preseat mode of operation (PMO). Pres-
ently, most Internet Service Providers (ISPs) interface
to local exchange carrier (LEC) networks via multi-line
hunt groups or Primary Rate [SDN (PRI) (sce Figure 1),
Typically, the switches that ISPs connect to are chosen
{by the 1SPs) in order to maximize the free calling area.
Often they are residential switches that were not de-
signed to handie high volumes of traffic, particularly
LHT traffic.

As shown in Figure 1, calls from many originating (or
ingress) switches are routed through tandems or direct
trunk groups to the terminating (or egress) switch,
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where they gain access to the ISP modem pool, This
neiwork topology funnels traffic into the egress switch,
and can easily Jead to congestion unless carefully engi-
neered by the LEC. Routine operation of switches in-
cludes the task of provisioning new lines, and load bal-
ancing new and existing lines across line peripherals, so
that uniformly good service is provided to all custom-
ers.

The fact that LECs often do not know what lines are
used for internet access makes provisioning and switch
load balancing a non-trivial and laborious task. It is es-
timated that internet-related load balancing costs a large
LEC on the order of $30 million dollars a year in addi-
tional operations costs. Nevertheless, it is an important
function. If altowed to occur, traffic imbalances on
switches will cause non-uniform blocking for users,
leading to poor service for subscribers, and other ca-
pacity management problems for the LEC.

Problom Problem Problem
Arcakl Aren#2 Arca #1

@ D nubtlioe hom
TS Fﬂn\)rwl'm

\ E Isr
: rOP
Ingress Interoffice Lgress
Switch ‘Frunks & Tandem Switch

Figure 1 PMO Problem Areas

In Figure 1, the switches most likely to experience con-
gestion problems are the egress switches which serve
ISPs (Problem Areca #1). As noted above, multi-line
hunt groups (IMB lines) are a common method of con-
nection between the epress switch and ISP, However,
here {s a significant movement on the part of LECs and
ISPs towards primary rate ISDN (PRI) for the following
reasons. For LECs, PRI has the advantage of being a
trunk-side rather than a line-side connection. Since there
is no concentration on trunk-side connections, PRI con-
nections reduce the likelihood of switch congestion,

(Specifically, they eliminate the problem of congestion
in switch line modules,)

For ISPs, PRI connections have several advantages,
though they are more expensive than IMB lines. First,
{MB lines make it difficuit to achieve high modem den-
sities due to wiring constraints. By virtue of simpler
physica! wiring, PRI connections support higher modem
densities. Second, digital carriers (such as PRI and D4)
provide better transmission quality, which is important
for recently introduced 56kb modems. Finally, ISPs can
obtain network management information via the PRI
(signaling) D-channel. This information is valuable to
ISPs, since it allows them to track calling numbers,
customer usage patterns, etc.

In Figure 1, the second segment of the network that is
impacted by LHT traffic comprises the interoffice
trunks and access tandens (Problem Area #2). Since
under normal circumstances trunks carry both voice and
intemnet traffic, additional internet traffic requires the
provisioning of additional trunks to ensure adequate
service for both voice and data users. The least con-
gested elements in Figure | are likely to be the origi-
nating or ingress switches (Problem Area #3). Initinlly,
ingress switches are unlikely to experience congestion,
since only a fraction of all subscribers are internet users,
However, as internet penetration grows, internet-related
congestion will progressively occur in more and more
ingress swilches, causing similar problems to those in
egress swilches.

Understanding internet congestion from a network per-
spective is critical in designing cost-effective solutions,
At current internet penetrations, it is estimated that 25%
10 33% of all switches can be categorized as egress
switches. Based on the above discussion, the most im-
mediate network segments to de-load are Problem Atcas
#1 and #2. However, ingress switches (Problem Area 3)
may also be congested in certain high-penetration areas,
and addressing congestion in ingress switches will be-
come more important as time goes on. Effective internet
off-load architectures need to eddress all three problem
areas, and be capable of reducing congestion where it is
most acute, as determined by internet penetration levels,
varying traffic patterns and communities of interest.

3.3 Ofif-Load Architectures
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Faced with the growth of internet traffic, carriers have a
fundamental choice. They can continue to add equip-
ment to the PSTN in order to maintain service quality
for al] customers, while carrying internet calls on the

same Facilities as regular voice calls. Altematively, they

can adopt some new network architecture ~ referred to
here as an off-losd architecture — which effectively seg-
regates internet traffic from regular voice traffic, and
allows internet traffic to be carried more efficiently over
dedicated facilities or a packet network,

If the first course is adopted, there are several short term
cngineering approaches which can be used to fine tune
the PSTN for intemnct traffic. One such approach is to
identify heavy internet users (by some means), and ter-
minate their lines on digital switch modules that are
more (lexible in term of line concentration ratios. For
example, new classes of line modules and *Next Gen-
eration’ Digital Loop Carrier systems can be used to
support fine concentration ratios as low as 1:1, poten-
tially eliminating blocking at the line concentration
level of the switch.

In this approach, heavy internet users would be carried
on the same facilities {i.e., switch modules and trurks)
as voice customers. However, the engineering rules for
both switches and trunks would be modified (i.e., made
more conservative), in order to provide acceptable
service to all customers. Apart from its higher cost, this
approach raises a number of practical issues, including:
{i) the development of new engineering procedures, (i)
the development of provisioning and load balancing
procedures for shared switch modules, and (jii) planning
and managing network capacity in the presence of sev-
cral distinct classes of traffic.

While the above approach undoubtedly provides imme-
diatc relief for network operators, and is appropriate in
the short term, it fails to address the fundamentally dif-
ferent nature of internet traffic. If dialup internet traffic
continues o grow at forecast rates, its volume will soon
rival that of regular voice traffic on the PSTN. In this
situation it no longer suffices to adopt makeshift solu-
tions to internet congestion. Instead, it becomes dasir-
able to treat internet traffic as a distinct class of traffic
with its own requirements, and to develop network ar-
chitectures that can transport internet traffic efficiently,
and provide the features required by end-users.

A simple form of internet off-load architecture would be
to segregate internet traffic within the PSTN. According
to this strategy, one would [dentify internet calls (e.g.,
by means of intelligent network capabilities), and route
them over dedicated switch modules and trunks within
the PSTN. This strategy may well prave to be cost-
effective in the medivm term, and provide an intermedi-
ate step towards a full data off-load erchitecture. It
could be implemented using existing SS7 and IN capa-
bilities, and avoids a number of evalution issues associ-
ated with data networks and protocols (see section 3.6).

Ultimately, however, data networks will provide the
most efficient means of carrying intemet traffic. By
taking advantage of statistical multiplexing gains, data
networks can efficiently transport internet calls. Fut-
theamore, data networks will in time provide the fea-
tures and services that are most closely aligned with
internet (and other data) applications, 1f the decision is
made to migrate towards a full data off-load architec-
ture, the question arises as to how best to achieve this
goal. As noted above, for the foreseeable future the
PSTN will provide the majority of users with access to
the internet and other data networks. it follows that a
key clement of any data off-load strategy is to decide at
what point within the PSTN one should re-direct inter-
net calls onto a data network, There are two basic op-
tions:

1. Post-Switch (Trunk-Side Redirect) — In a post-
switch architecture, internet calls are allowed to
pass through the ingress switch, before being re-
directed out of the PSTN and onto a packet network
for final delivery to an ISP. The main benefit of this
approach is that internet calls by-pass the PSTN's
interoffice trunks and the egress switches, and are
instead transparted by a packet network. However,
the ingress switches are still involved in both the
signaling and transport phases of internet calls,

2. Pre-Switch (Line-Side Redirect) — In a pre-switch
architecture, internet calls are intercepted and re-
directed onto a packet network on the line side of
the ingress switch, The goal is to by-pass all PSTN
elements (ingress switch, trunks, and egress
switch). Note that although the ingress switch is ro
longer involved in internet call transport, it may
still be involved to some extent in call-telated sig-
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naling. However, its involvement is minimal in
comparison 10 a post-switch architecture.

Sections 4 - 6 provide examples of these two classes of
off-load architecture. They also describe the features
and capabilitics needed to make post-switch and pre-
switch architectures effective, flexible and robust. And
they comment on the pros and cons of the architectures
from a technological and cost perspective.

3.4 Internet Call Identification, Routing

A problem common to all internet off-load architectures
is how to identify and route internet versus voice calls,
The most straightforward approach to this problem is to
provide full 10-digit number translations (i.e., routing
instructions) within overy switch in the PSTN, How-
ever, this solution could be an administrative nightmare,
and would not provide as much flexibility as other al-
ternatives. The following discussion describes several
other methods for internet call identification and rout-

ing.

IN Office-Based Triggers ~ One option is to obtain all
ISP and on-line service provider (OSP) telephone num-
bers, and configure office-based ‘triggers® for these
numbers, Every call entering the switch would be
screened against the list of numbers. [ntemet calls
would ‘hit the wigger® (ie., be positively matched
against a known ISP / OSP number), causing the switch
to issue a query for Touting instructions. Advantages of
this scheme are that there is no need to alter dialing
plans i.e.. ISP/ OSP numbers), and this type of trigger
should be available on all modern switching systeims,
since it is required by many basic IN and SS7 type
services. Disadvantages ave that ISP / OSP numbers are
not always known in advance, and office-based triggers
consume additional switch processing power, since
every originating call (both voice and internct) must be
screencd against the trigger.

LNP Routing of ISP Numbers — Since LNP will soon
be widely deployed (under regulatory mandate), the
option exists of configuring 1SP / OSP numbers as LNP
ported numbers, and using LNP queries to obtain rout-
ing information for internet calls, In LNP, inter-switch
intra-LATA calls to a ported NPA-NXX hit an LNP
trigger, causing routing queries to be sent to an LNP
database. With modifications, the same mechanism

could possibly be used to route internet calls. For in-
stance, the Location Routing Number (LRN) returned
by an LNP query could point to an Internet Call Rout-
ing (ICR) node (see sections 4 and 5), rather than a
‘ported-to’ switch as is the case in LNP. This strategy
has at feast two advantages. First, there is no need to
alter dialing plans. Second, it gives ISPs the flexibility
of moving location and / or carrier, in a way that is
completely transparent to their customers. ISP custom-
ers would continue to dial the same access numbers, and
the network would ensure that calls got routed to the
ISP’s new location or carrier. Of course, this use of
LNP raises a number of protocel and administration is-
sues, which would need to be addressed before it can be
implemented in the network.,

IN Single Number Service ~ Currently, ISPs advertise
many access numbers to their customers, For example,
different numbers may be used for different calling ar-
eas, different modem banks (i.e., different speed mo-
dems) within the same calling area, etc. Single Number
Service is an intelligent service within the PSTN, that
allows calls to a single number to be routed to different
locations based on various criteria. For example, calls
can be routed to the nearest ISP point of presence (POP)
during business hours, and to a remote central location
outside of business hours, Different ‘single’ numbers
could be used for 28.8 versus 36kb modems, or the
netwark itself could route calls to the correct modems
based on slored customer information. For 1SPs, Single
Number Service can greatly simplify the administration
of access numbers and technical support call centers.
Note that in future internet off-load architectures, the
location of modem functionality may shift from the ISP
POP to some other location (e.g., access server). Single
Number Service would make such changes transparent
to 1SP customers,

*XX Service Code —~ A final method is to assign a spe-
cial service code to internet calls, such as the 800 serv-
ice code used for toll free calls. The advantage of the
service code approach is that it makes it easy for
switches to determine that an originating call is an
internet call. This detection would occur early in the
switch’s digit analysis, in contrast to an office-based
trigger where the switch must wait for the user to finish
dialing all digits and then compare the results with the
trigger list. An obvious disadvantage of the service code
approach is that it changes the user dialing plan.
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3.5 Access Server and ICR Node

The assumption underlying all off-load architectures is
that, once an internet call has heen identified, it can be
routed to some transport facilities outside of the normal
PSTN. These facilities could be dedicated point-to-point
links to an ISP, or they could be a packet network. In
either case, there is typically a need for some intermedi-
ate network element that will act as an interface be-
tween the PSTN and the non-PSTN internet transport
facilities.

We refer to this element as an access server {(AS). Note
that the term AS is a [oose one, that could describe sev-
eral types of equipment with different functionality. For
example, the AS could take incoming calls from SS7
trunks in the PSTN, and forward them over PRI to ISPs.
In this case, no data transport is invoived. However, the
AS is required to be capable of S57 signaling. Alterna-
tively, the access server could incorporate modem bank
functionality. In this case, the AS would terminate in-
coming PSTN calls, convert them to packet format, and
forward them 10 1SPs over a packet network. In all
cascs, the common feature of the AS is that it acts as a
transpori interface between the PSTN and internct fa-
cilitics.

Several of the off-load architectures discussed below
utilize a new type of 887 signaling node, which we re-
fer to as an Internet Call Routing (ICR) node. The ICR
node contains the routing intetligence for internet calls,
Itis a central network clement, that controls internet call
routing via instructions to ingress switches and / or ac-
cess servers. Signaling between the [CR node and
switches is via S87. Signaling between the ICR node
and access servers will probably be via some other (pos-
sibly proprietary) protocol.

We emphasize that access servers and ICR nodes (Bell-
core’s terms) are relatively new elements in the PSTN
(though they have precedent in existing adjunct equip-
ment such as intelligent peripherals and voicemail sys-
tems). Funclionally, access servers and ICR nodes are
not well-defined, and can be expected te cvolve ac-
cording to market demand, changes in internet proto-
cols, etc. The functions of access servers and ICR nodes
are described in more detail in sections 4 and 5 below.

3.6 ISP Issucs

While LECs have some latitude within the present mode
of operation (PMO) to improve the handling of internet
traffic within their own networks, significant efficien-
cies will only be achieved by moving to off-load archi-
tectures. This in tum requires the participation or coop-
cration of other parties, chiefly ISPs. In order to be a1-
tractive to 1SPs. (gnd their customers), off-load archi-
tectures must provide a number of key capabilities.
These can be summarized under the three headings of
administration, authorization and authentication (AAA).

ISPs are extremely sensitive about relinquishing the
administration of modems (or modem functionality) to
third parties such as LECs. One reason is that they have
‘grown up' with existing modem technology, and have
become very efficient at maintaining it. A more funda-
mental reason is that retaining control of modems al-
lows ISPs to directly manage their own customer bases,
without relying on third parties, and without having
third parties intrude on this relationship. Sensitivities
regarding customer access are heightened by the fact
that some LECs have ISP subsidiaries.

A key clement of many off-load architectures is to
move modem functionality away from ISPs and closer
to end users, so that intemmet calls can be converted to
packet format as early as possible, to take advantage of
multiplexing gains. As a pre-condition for the success-
ful implementation of off-load architectures, it is there-
fore critical that LECs address the ISP concerns re-
garding access to, and security of, ISP customer infor-
mation. (Note that LECs are not necessarily enthusiastic
about taking over modem maintenance. However, they
recognize that it may be a necessary step in obtaining
the benefits of off-load strategjes.)

Similarly, 1SPs do not want to give up authorization and
authentication functions. They want to maintain their
own private databases of customers in good standing,
and regulate access to their facifities via their own
authentication procedures. Currently, internet protocols
will not easily support joint authentication by the net-
work provider and ISP, Joint authentication requires
that one separate the physical event of a modem an-
swering a call from the user authentication process.
Achieving joint authentication would allow the LEC to
regulate access to its transport network, and the ISP to
scparately repulate access to its own facilities.
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Given the 1SPs' concems, the capability to perform joint
authentication is another pre-requisite for moving mo-
dems away from ISPs and closer to end users. Tunnel-
ing protocols may provide an answer to this problem, as
well as providing better capabilities for encryption, and
performance guarantees for traffic streams carried by
shared internet facilities. In fact, satisfying the ISPs’
technical and business requirements may depend more
on the future evolution of internet protocols than it does
on the LECs' service offerings.

4. Post-Switch Architectures

Post-switch architectures, which intercept calls on the
network side of access switches, provide a solution for
internet congestion that is potentially more integrated
with existing PSTN functionality. PSTN ingress
switches are currently the main repository for call proc-
cssing logic, routing intelligence and subscriber line
features. By relying on ingress switches to identify and
route intemet calls, post-switch architectures can poten-
tially take full advantage of IN and SS7 signaling capa-
bilities to efficiently transport and manage internet traf-
fic.

4.1 Description of Architectures

This section describes three post-switch architectures.
Nole that all three architectures utilize the same tech-
nique 1o identify internet versus non-internct calls. As
described in Section 3.4, an ingress switch has the op-
tion of identifying internet calls by means of 10-digit
dialed number transiations, or by mcans of IN triggers
and SCP query / responses. Beyond this common ele-
metd, the three architectures use different strategies to
achieve efftcient signaling and transport.

Architecture A: Line / PRI Interface

Architecture A is illustrated in Figure 2. It shows a sim-
ple arrangement in which the ingress switch routes
internet calls to an Access Server (AS). The AS acts as
an interface between the PSTN and a data network.
Note that in this architecture, the AS and switch are
connected by a regular telephone line (e.g., multi-line
hunt group) or Primary Rate ISDN (PRI). Al present,

these two methods are the most prevalent means of
connecting switches to adjunct equipment.

There are disadvantages to both line and PRI interfaces.
The line interface is difficult to manage at a switch
level, due to the size of multi-line hunt groups, and the
present lack of Operations Support Systems (OSS) ca-
pabilities for non-standard engineering, tracking, meas-
urements, etc. In addition, the line interface is likely to
be expensive, given that line unit costs are predicated on
‘raditional’ subscriber usage patterns and line-
concentration ratios. Internst lines tend to be more
heavily utilized than regular lines, requiring more in-
vestment in switch cquipment per subscriber line. Fi-
nally, the line interface provides no capability for intel-
ligent signzling, which could be used for example to
monitor subscriber usage and identify heavy users. On
the plus side, by relying on the ingress switch, archi-
tecture A can provide dynamic routing (e.g., in case of
modem congestion), but only if the modems are directly
adfacent to the ingress switch (i.e., are located in the
AS).

Line ne
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Figure 2: Post-Switch Architecture A (line/PRI)

In comparison, the PRI interface is functicnally atirac-
tive, since it supports out-of-band signaling that can
potentially be customized to the internet application.
PRI is also easler to manage than multi-line hunt
groups, as described in section 3.2, However, for rea-
sons associated with current switch architectures and
provisioning limitations, PR! may be unsuitable for
large scale deployment in the network. In effect, there
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may be insufficient capacity for PRI terminations in the
PSTN to support large scale use.

Architecture B, $S7 Trunk Interface & 1CR Node

There are sirong practical motivations for requiring the
interface between the ingress switch and AS to be an
887 tunk. 587 trunks are the basic means of transport-
ing calls between switches inside the PSTN, and are
readily provisionable on almost all switches in the net-
work. Due 10 their availability, and also their stream-
lined support in existing OSSs, SS7 trunk architectures
offer the best hope of providing a widely deployed,
scaleable architecture for internet traffic.

However, current access servers do not support an S87
trunk interface. The use of $S7 trunks implies that calls
are setup using the SS7 protocol and the Common
Channel Signaling network. This in turn implies that
call setup signaling for internet cells must be processed
by an SS7 capable node. At present, access servers are
relatively simple devices, which perform the functions
of a modem bank, without any call processing or SS7
intelligence. It is probably not economical to implement
SS7 capabilitics in the AS. This strategy would make
the AS too expensive 1o deploy on a large scale. Also,
individual access servers would not handle sufficient
waflic 1o warrant the expense of a dedicated $57 link.*

One approach which solves this problem is illustrated in
Figure 3. The architecture in Figure 3 features: (i) a new
type of $S7 node (an Internet Call Routing (ICR) node}
which can perform SS7 call setup signaling with ingress
switches, and (if) an upgraded AS that has a non-SS7
signaling interface 1o the ICR node. While implement-
ing a non-SS7 signaling interface is likely to increase
the cost of AS, its advantage is that it can be less so-
phisticated than the standardized SS7 protocol, and can
wiilize cxisting capabilities within commercially avail-
able access servers for Q.931 based signaling. Conse-
quently, the AS in Figure 3 has the potential to cost less
than a fully SS7 capable AS.

4 A single S57 link has the capacity to handle many thou-
sands of Access Server ports. Access servers typically
have from several hundred up 1o 700 ports. A single S87
link can therefore handle 40 plus access servers a1 lypical
cngincered loads.

The ICR node in Figure 3 is critical to call setup, since
the AS cannot cut-through an SS7 trunk connection by
itself. Instead, it relies on signaling from the ICR node
to tell it which circuit the call is coming in on, and to
complete the connection, Note that the ICR node will
monitor AS ports / modems to determine whether it has
free modems that can be used to answer the incoming
call. If not, the ICR will use standard SS7 signaling to
release the call, and provide busy tone at the ingress
switch. Although we have described the ICR node as a
new type of SS7 node, it may in fact be an existing SS7
node running an Intemet Call Routing application. The
ICR node also has the potential to perform intelligent
functions, beyond simple call setup and teardown,
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Figure 3: Post-Switch Architecture B

As discussed above, the immediate advantage of Ar-
chitecture B is that it utilizes SS7 supported trunks to
connect ingress switches to access servers, This can fa-
cilitate its wide-spread deployment throughout the
PSTN, and make it easier 10 scale up as internet traffic
grows. However, Architecture B also has a number of
other advantages. The ICR node can be owned and op-
crated either by the LEC or by an ISP. Also modem
bank functionality can be situated either in the AS itself,
or in the ISP box in Figure 3. In the first case packet
transport could take advantage of multiplexing gains, In
the latter case, transport would be via circuit emulation,
and would not realize any multiplexing gain. However,
these options for modem locations may make the archi-
tecture more flexible in addressing the future business
needs of ISPs.
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Note that having modems located on the ISP premises is
closer to the present mode of operation (PMO). In this
case, the AS simply provides an SS7 supported trunk
termination co-lacated with the ingress switch, and
internet calls are transported in circuit-switched or cir-
cuit emulation mode te the ISP. In future, as data proto-
cols evolve, ISPs may find it desirable to have the LEC
maintain modems at the AS, and have internet calls de-
livered to them in data format, to take advantage of
multiplexing pains on data networks. Architecture B fa-
cilitates both options,

Architecture C. S87 Trunk Interface & Gatecway
Node

Finally, Figure 4 - Architecture C — shows a more
cvolved version of Architecture B. In this architecture,
the ICR node handles both calf signaling and call trans-
port. Calls are routed from access scrvers to the ICR
using PRI trunks, for example. The ICR node acts as a
hub, providing a common platform where a variety of
access technologies such as TI, ISDN PRI, Frame Re-
lay, modem pools and routers can be made available to
both 1SPs and corporations. Consolidating access from
numeraus egress switches into this type of hub is antici-
pated Lo provide operational efficiencies for LECs and
ISPs, As the internet continues to expand and evolve, it
can make it casier for ISPs to upgrade and stay current
with new equipment, and also to gain faster access to
new markets with smaller up-front capital cost.
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Figure 4: Post-Switch Architecture C

4.2 Post-Switch Issucs

The advantage of post-switch architectures is that they
take advantage of the intelligence that resides in net-
work switches and SCPs, to better route and manage
internet traffic inside the PSTN. For example, they can
utilize sophisticated SS7 and IN triggers, routing func-
tionality and traffic controls. Of course, post-switch ar-
chitectures are based on the assumption that one would
want to allow ingernet calls inside the PSTN. There are
reasons why this may be the case.

It is possible to view internet traffic as merely a prob-
lem for the PSTN, that should be banished to external
data networks as soon as possible, Alternatively, it is
possible to imagine internet traffic as requiring the first
true large scale integration of the PSTN and data net-
works. [n the latter view, internet traffic is not so much
a problem as an opportunity. By bringing this traffic
into the PSTN, and managing it intelligently, the op-
portunily exists to offer a range of new internet-related
features end services that packet networks, in their pres-
ent stage of maturity, cannot support, Post-switch ar-
chitectures may therefore constitute a Jonger term goal
for network operators.

The immediate challenge for post-switch architectures
is to justify the cost of burdening ingress switches with
the triggers and additional signaling required to support
internet call routing. This additional burden could be
significant. For example, deploying office-based trig-
gers in order to identify internet versus voice calls could
increase call processing times in the switch, This trans-
lates into a corresponding reduction in switch capacity,
and the possible need for processor upgrades in some
switches. The capacity impact will vary based on switch
technology and the type of triggers or iranslations used
{e.g., 6 vs. 10 digit).

Although post-switch architectures do not off-load
intemet traffic from ingress switches, they can con-
ceivably improve the situation of these switches by in-
teiligently managing inteenet traffic. For instance, al-
though the situation is improving, many ISP facilities
are under-engineered in comparison to the PSTN, re-
sulting in very high levels of blocking in the ISP busy
hour, Ineffective call attempts utilize trunk and switch
resources only for very short periods of time (e.g., 0.9 -
1.5 seconds). However, taken across a network, their
cumulative effect can be significant. In certain cases it
is possible that they could inflate the load on switch
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processor by a non-negligible amount and result in sig-
nificant increasc in the ioad on trunks. Both of these ef-
fects necessitate the addition of more switching and
trunk capacity to the network, if the established level of
service is to be maintained,

However, S$7 and IN traffic monitoring capabilities can
be used to block internet calls at the ingress switch if the
target ISP facility is known to be congested. By using
these capabilities, the ingress switch does not waste
time processing calls that arc bound to fail once they
rcach the ISP. Similarly, inter-office trunk resources &re
not ticd up on calls that cannot be served. This type of
call throttling can ensure that ingress switches and trunk
resources arc used efficiently.

Finally, we note that intelligent routing inside the PSTN
can be used to route internet calls to alternate facilities,
in the event that the primary facility (e.g., modem bank)
is congested. And more generally, intclligent routing
can be used to route internet calls flexibly, based on
time of day or other appropriate criteria. This can allow
ISPs to efficiently manage their own resources, sched-
ule upgrades, etc. Similarly, from the LEC perspective,
flexible routing can be used to route intemet traffic
through facilities (¢.g., downtown offices) that are not
heavily utilized during the 9-11 PM internet busy hour.
This will help to maximize the efficiency of PSTN re-
S0UKCCS.

5. Pre-Switch Architectures

As described in Section 4, post switch architectures re-
duce internet congestion on interoffice trunks and
egress switches. However, ingress switches are still in-
volved in transport. Pre-switch architectures, which in-
tercept calls on the line side of ingress switches, have
the advantage of totatly by-passing the PSTN, including
ingress switches. (However, note that PSTN elements
may still be involved to some extent in call-related sig-
naling).

The commeon element of pre-switch architectures is an
adjunct box that resides in front of the switch and has
the capability 10 re-direct calls {c.g., onto a data net-
work). The intelligence to re-direct internet vs. voice
calls can reside in the adjunct box, ingress switch, or in
another network element. Calls that are identified as
voice calls are passed through the adjunct to the ingress
switch for normal processing through the PSTN. Inter-
net calls are intercepted and re-directed onto dedicated
teansport facilities for delivery to 1SPs.

Although adjunct boxes are conceptually simple — they
merely act as a call re-direct mechanism — they raise a
number of issues. For instance, once an adjunct re-
directs a call and takes the switch out of the call path,
the switch still needs to know how to handle incoming
calls 1o the busy line, in order to support features such
as call forwarding, call waiting and voicemail. Less ob-
viously, the switch needs to retain the capability for op-
crator interrupt, access to calling party information by
law enforcement agencies, wire tapping and billing, for
/ during internet calls.

It follows that pre-switch adjuncts cannot act independ-
cently of the switch, Instead there needs to be a mecha-
nism 1o maintain a consistent view of call and line states
between the switch and adjunct. Additionally, in cases
where per-call billing is required, billing information for
the redirected call needs to be collected {(somewhere).
These problems are not nccessarily difficult to solve.
However, they require advance thought and planning. A
final issue with pre-switch architectures is that they may
not be able to suppart ISDN customers. To date, pre-
switch mechanisms for re-directing ISDN calls have not
been proposed.
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5.1 Description of Architectures

Proposed pre-switch adjunct architectures make use of
an embedded base of Integrated Digital Loop Carrier
(IDLC) technology. In an IDLC configuration, a Re-
mote Data Terminal (RDT) is used to terminate a group
of customer lines a1 a Jocation that is {nominally) re-
mote from the switch. The RDT is connected to a digital
switching system via a DS1 or OC-3 carrier which, by
multiplexing many customer lines onto a single carrier,
provides efficiency in the local loop and enhanced op-
erations capabilities.

Note that there are several standard protocols that can
operate over the RDT-switch interface, including TR-
57, TR-8 and GR-303. Of these, GR-303 is the most re-
cent and the most powerful in terms of its signaling ca-
pabilities and ability to support new (e.g., internet) ap-
plications. At present, however, GR-303 is not widely
deployed in the network, It follows that IDLC-bascd
pre-swilch adjuncts which are capable of working with
TR-57 and TR-8 (as well as GR-303) will have wider
applicability within the network. On the other hand,
GR-303 provides a standardized interface that can be
implemented on multiple vendors® equipment. Non-GR-
303-based adjuncts rely on a signaling interface (be-
tween the RDT and ICR node, sec below) that is cur-
rently not standardized (i.e., Is proprietary to individual
vendors).

As suggested above, there are at least two approaches
for re-directing internet calls in pre-switch adjuncts,
namely non-GR-303-based and GR-303-based solu-
tions. These are described in more detail below.

D. SS7 Based Line Side Call Redirect

The first approach for pre-switch architectures is to use
the ingress switch for digit collection and trigger as-
signment, but to place call routing intelligence in a
scparale network clement. This approach is illustrated in
Figure 5. In this scenario, an Iniernet Call Routing
{ICR) node controls the RDT via a signaling interface
that could be proprietary, or that could conceivably be
develaped into a standard interface to facilitate the
mixing and matching of equipment from different ven-
dors. The ICR node is SS7 capable and utilizes $S7
(ISUP) signaling to contro] the setup and teardown of
circuits through the switch.

/ ’ s eoP

Figure 5: SS7 Based Line Side Off-load Architecture

In Figure 5, incoming internet calls hit a tripger in the
switch, which causes the switch to issue a query for
routing instructions (to an SCP). When routing infor-
mation is received, an SS7 call setup message is sent to
the ICR. The ICR informs the RDT to re-direct the call
to a data network, and &t the same time sends an SS7
release message back to the switch, forcing the switch
out of the call path. A final step is for the RDT to signal
the switch that the subscriber line is busy (off-hook), so
that calls arriving from the network do not interfere
with the ongoing internet call.

The philosophy behind this approach is to put internet
call routing intelligence in a central network element
(the ICR ncde} rather than a simple, unintelligent ele-
ment {the RDT) on the edge of the network. This can
make it casier to implement changes to internet call

routing, since only the ICR nodes must be upgraded,
rather than a large number of RDTs, which do net nec-

essarily have the operations support for frequent
changes or upgrades to internst call routing functional-

ity.

Note that by placing intemmet call routing intelligence in
the ICR node, rather than the RDT, this architecture can
potentially work with TR-57 and TR-38, as well as GR-
303. Also note that the ICR node in Figure 5 is similar
in functionality to the one employed in post-switch ar-
chitecture B. In fact, the same ICR node could con-
ceivably control both pre-switch adjuncts and post-
switch access servers. This type of combined ICR node
would support very flexible off-load architectures,
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E. Non-SS7 Line Side Cnall Redirect

The second approach, illustrated in Figure 6, is based on
enhancements to the GR-303 standard. In this approach,
RDTs may be co-located with ingress swilches, and the
GR-303 interface is used to support the signaling re-
quired to re-direct and manage intemet calls. Incoming
internet calls can be identified (via a trigger) and routed
(via a table lookup) in either the switch itself, or in the
RDT. In the first case, the switch is responsible for
normal call processing, including dialtone generation. If
an internet call is detected, the switch signals the RDT
via GR-303 to re-route the call onto a data network, In
this case, internet call filtering can be provisioned on a
per-line basis, and the potential exists to overflow inter-
net calls onto the PSTN if the data network is unavail-
able. It does, however, involve a real-time hit on the in.
gress switch, to support the call filtering, routing and
signaling functions.

The second case is again based on GR-303, but relies on
internet calls being identified and routed in the RDT
rather than the switch. In this case the RDT is provi-
sioned with DTMF receivers so that it can register di-
aled digits. (Th¢ RDT may or may not provide dial-
tone.) It is also provisioned with the routing information
for internet calls. When an internet call is detected in the
RDT, the RDT itself re-routes the call to a data network,
and informs the switch of this action. This case mini-
mizes the impact of internect traffic on the ingress
switch, but requires some non-standard functionality in
RDTs, and new call flows between the RDT and switch.
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Figure 6: Non-557 Based Line Side Off-load
Architecture

5.2 Pre-Switch Issues

The pre-switch architectures described above are attrac-
tive because they de-load internet traffic from the in-
gress switches, as well as from inter-office trunks and
egress switches. They do, however, invalve a tradeoft.
Deploying equipment at the edge of the network, par-
ticularly if it involves significant complexity or intelli-
gence, can be an expensive proposition, due to the
amount of equipment and the operational effort in-
volved in installing and maintaining the equipment, It
also leaves one vulnerable to stranded investment, if
technology changes.

One strategy for obtaining the benefits of pre-switch ar-
chitectures, while avoiding the pitfall of stranded in-
vestment, is to place internet call routing intelligence in
an ICR node, as in Figure 5. Placing intelligence in the
ICR node, rather than the RDTs, has the potential to
make RDTs simpler, less expensive and, consequently,
less vulnerable to the risk of stranded investment, The
ICR node could also be used to implement inteiligent
functions beyond simple call setup and teardown, and
could potentially be used to support both pre- and post-
switch architectures (see Figures 4 and 5). Finally, the
ICR node can work with all IDLC technology (not just
GR-303), though it currently depends on a proprietary
signaling interface 1o the RDT.

More generally, the key to the effective use of pre-
swilch architectures is to balance the amount of equip-
ment deployed, versus the amount of internet traffic off-
loaded from the PSTN. Measurements of internet usage
show that internet users will vary from heavy to light. In
general, a small percentage of heavy users can penerate
a large percentage of the total internet traffic. A much
larger number of light users generate the balance of the
traffic. For example, it {s not unusual to find that 20%
of internet users generate about 55% of the total load,
and that 40% of users generate more than 80% of the
total load.

The best strategy for a pre-switch architecture is to de-
ploy only as many adjuncts as are required to terminate
the lines of identified heavy users. This strategy mini-
mizes the line-related costs associated with deploying
adjuncts, while maximizing the traffic-related benefit
that one obtains by off-loading internet calls onto data
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networks. The key question is what percentage of sub-
scriber lines should be moved onto pre-switch adjuncts.
Even supposing that one has an effective strategy for
identifying heavy users (which may itseif be problem-
aticai), one still needs a formuia for where to draw the
line between heavy and light users.

As one moves iines onto pre-switch adjunct termina-
tions, the per-line equipment costs will steadily rise.
However, the same is not true of the traffic-related sav-
ings. Initially, one will obtain great savings by moving a
core of heavy users onto adjuncts. As one continues,
however, progressively smaller savings are obtained,
since onc is capturing only light users. In general, there
will be an optimal operating point, where tota} savings
{traffic-related cost savings minus equipment costs) are
maximized. Identifying this optimal operating point -
which may vary from switch 10 switch, and would also
vary over time as traffic patterns change — is a critical
issue for pre-switch architectures,

The problem of identifying hecavy users in the first
place, as a prior step to maving them onto adjuncts, is
likewise impertant. Specifically, one needs the capabil-

ity to reliably measure and rank order subscribers”

intemmet usage, via statistically valid sampling. Cur-
rently, there are several methods for identifying heavy
users. Off-line processing of SS7 data, collected by
means of some portable SS7 collection system or de-
vice, can provide a snapstiot of heavy users as well as
other useful information. This approach has been used
in the absence of permanently deployed S§S7 data col-
lection systems. As permanent systems come on-line, it
will be preferable to analyze data using automated sys-
tems and filters.

One alternative 10 an external measurements system is
to wtilize switch traffic and provisioning systems to
measure subscriber usage, and manage heavy users. An
advantage of this approach is that the measurements can
be integrated into the switch provisioning flow, in order
to load balance heavy users across line peripherals. A
possible disadvantage is that existing switch systems
thay not capture full call data, or may present aggregate
data in o way that is not useful for the identification of
heavy users, This issue is being addressed in Bellcore’s
switch provisioning systems.

Another alternative that avoids external measurements
systems is to use the capabilities of the Intelligent Net-
work architecture to identify the heavy users. This
function can be implemented in the ICR node or in
SCPs.

Beyond the immediate problem of identifying and man~
aging heavy internet users, a further benefit of collect-
ing internet traffic usage measurements is to provide
traffic data and performance measurements conceming
ISPs. As internet cannection services evolve, traffic data
will become valuable to ISPs, for purposes of marketing
and service differentiation. [n addition, there is a market
for third party validation of ISP performance. Other
applications of traffic / performance measurements are
ta provide network traffic and usage measurements for
ISPs so that modem pools can be engincered optimally
for a piven Quality of Service. Finally, LECs can also
use traffic reports to size and engineer the DS1/ISDN
trunk groups between switches and access servers, and
to support engineering of the Frame Relay or ATM
transport network,

Lastly, note that once heavy users have been identificd
using PSTN / 857 measurements, and are moved onto
pre-switch adjuncts, the task of monitoring their usage
and grooming users on a continuing basis may need to
be performed by the pre-switch adjuncts themsclves, or
by the ICR node. Once users are moved onte adjuncts,
they will no longer have visibility through SCP or
switch-based measurements, unless this capability is
specifically implemented in the switches and SCPs.

6. Other Feature Capabilitics

In this section we briefly describe some SS7 and IN-
based features to improve internct call control and
routing.

A. Alternate Routing on Busy Modem Pools

A common and widespread problem with current inter-
net access is that calls are often blocked due to busy
modems, Furthermore, when users are not successful in
connecting 1o a modem pool on the first attempt, they
often retry. Measurements show that internet calls have
a much higher re-attempt rate than voice calls (an aver-
age of 5 re-attempts for each blocked internet call).
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These re-attempts further increase the load on the net-
work and can actually decrease the call completion rate
{snow ball effect).

1t is possible that when a particular modem pool is busy,
there are other modem pools with available capacity. To
implement alternate routing for calls that encounter a
busy signal (i.e., busy modem), the network needs to
monitor the status of internet access lines. Also in cer-
tain scenarios where the number of re-attempts are high,
it may be beneficial to invoke a call throttling mecha-
nism to stop some of the calls from entering the ner-
work. SS7 and IN capabilitics can be used to implement
alternate routing and cal! throttling mechanisms. These
advanced routing features will ensure that modems at
various locations are utilized in an optimal manner, and
can also increase call completion rates for customers.

B. Multiple Trunk Groups Routing on Busy Trunks

Another advanced routing feature that can be useful in
the internet access network is the capability of support-
ing three or more alternate trunk groups as choices for
routing the call. If the first trunk group is busy, then an
altempt to terminate on the second trunk group will
automatically be made, and if all trunks in the second
trunk groups are busy, the third trunk group will be
used. Using this feature, if there are some temporal
variations in internet traffic, multiple routes are avail-
able for forwarding the call to an AS. This will result in
cost effective engineering, as one does not have to over
engineer a particular trunk group and the corresponding
number of modems in a paticular AS.

C. Decision Based Routing

Other decision based and flexible routing can be used in
these architectures. Examples include routing based on
time of day, or based on NPA-NXX of the calling party,
or possibly even routing some calls to less congested
AS for the most preferred customers, etc.

D. Internet Call Throttling

Current blocking levels for accessing ISPs are much
higher than the traditional performance levels for which
PSTN switches and trunks are engineered for (typically
1% blocking or less). The amount of blocking varies
among I1SPs, also depends on particular locations, and
time of day, etc. Ineffective attempts impact the PSTN

in two ways. The first impact is on switch processors, A
re-atlempt call uses about the same amount of switch
processor resources to setup and clear the call as a suc-
cessful (answered) call. The second impact is that an in-
effective (busy) call also uses the inter-office trunks for
a small (but non-negligible) duration. A busy call ties
up the direct trunks for about 1.3-1,8 seconds, and tan-
dem trunks for 0.9 to 1.4 seconds.

Clearly the amount of re-attempt traffic generated de-
pends on the ISP probability of blocking. If ISPs im-
prove call completion rate, the majority of ineffective
traffic will disappear. Hawever, at current marginal per-
formance levels the network resources wasted due to in-
cffective attempts is not negligible. Thus, it may be jus-
tified to design & call throttling scheme to control Inef-
fective attempt at the originating switches. A cost / per-
formance study is needed to determine the cost of de-
ploying such control schemes vs. the savings obtained
by blocking some calls at the edge of the network.

7. Discussion

This paper has outlined five architectures for off-
loading internet traffic from the PSTN onto data net-
works. Three of these are post-switch architectures, and
two are pre-switch architectures. These architectures
can be compared and evatuated under three main head-
ings:

1. Technical issiies — What are the technical issues
that need to be resolved before the architecture can
be implemented, and what is the timeframe for re-
solving them? These issues include such items as

protocol interworking, tunncling, feature support,
additional OSS capabilities, etc.

2. Cost / business issues — What are the cost/benefits
of adopting a particular architecture? To what ex-
tent will it reduce the costs associated with carrying
internet traffic on the PSTN? By virtue of new
technology (e.g., ADSL), can a solution architec-
ture not only reduce current costs, but also result in
new services and revenues?

3. Srwategic issues — Finally, what are the strategic
implications of adopting & particular architecture?
How does the architecture fit with other service of-
ferings, and the generai evolution of the network?
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Will it facilitate potential new services such as
internct telephony, and support sophisticated sig-
naling interfaces between voice and data networks
(e.g., marriage of S57 and TCP/IP)?

We conclude with some general observations on the
pros and cons of the proposed off-load architectures.
Leaving aside strategic issues, the intent of off-load ar-
chitectures is to reduce PSTN costs by carrying internet
traffic more cfficiently. Additional benefits may include
better service to intemet users, and the potential to sup-
port ntw internet or data oriented services for residen-
tial subscribers, business subscribers and [SPs. How-
cver, in the short term, the focus is on reducing PSTN
costs.

The effectiveness of the above architectures depends on
the usage patterns of intemet users, and on how costs
are distributed throughout the PSTN. Pre-switch archi-
teciures capture internet traffic before it enters the
PSTN. Because of this, they eliminate or reduce the
costs associated with ingress switches, which constitute
a significant portion of the total network costs, Pre-
switch archilectures also have the potential to capture
internet traffic very efficiently, provided one can solve
the problem of identifying heavy internet users. If this
_ problem is solved, pre-switch adjuncts can be targeted
specifically at a relatively siall number of heavy users,
resulting in maximum impact for minimum expenditure.

One problem with pre-switch architectures is that they
move the onus of identifying heavy users onto other
systems, such as OSSs, external measurement systems,
etc. Unless pre-switch architectures are supported with
systems necessary to identify and groom heavy uscrs on
an on-going basis (which may itself invalve some cost),
these architectures are likely to be ineffective, and may
even resull in increased costs. ldentifying the optimal
percentage of subscriber lines to move onto pre-switch
adjuncts (possibly on a switch-by-switch basis), and en-
suring that switches are maintained at the optimal oper-
ating paint, requires fairly sophisticated data collection
sysiems, and provisioning / work order processes.

Finally, an additional risk factor associated with pre-
switch architectures is that they operate at the edge of
the network. Capturing traffic at the edge of the net-
work, where it is diffuse, can potentially result in sig-

nificant cost savings as described above, but may also
result in stranded capital investment if technology or
subscriber usage patterns begin to change. Dealing with
aggregated (internet) traffic streams ingide the PSTN,
would be a safer strategy, since one then obtains ¢ffi-
ciencies of scale in deploying and operating off-load
equipment. The risk of stranded investment can be ad-
dressed by providing a plausible evolution strategy for
pre-switch equipment.

$S7 and IN capabilities have the potential to be effec-
tively integrated with pre-switch architectures, so as to
address the above concerns. As described briefly in sec-
tions 5, SS7 and IN capabilities can be used 1o identify
heavy users prior to their being moved onto pre-switch
adjuncts. (Once they are moved, their usage may need
to be monitored by altemnative means.) Furthermare, use
of S87 signaling to support internet ¢all routing, as in
Architecture D, permits routing intelligence to be con-
trolled from inside the network. This in turn reduces the
risk of stranded investment in adjuncts, and makes it
easier to upgrade and manage routing databases, etc.

However, at present the integration of pre-switch ad-
juncis with $57 signaling requires some novel network
arrangements and non-standard signaling. These issues
need 1o be addressed by the industry. Some have raised
fundamental concerns regarding the pre-switch adjunct
architecture. Critics of this architecture argue that it may
not be a good idea to put triggers and call processing
capabilities in another box in front of the switch, The
argument is that this strategy gradually resulis in having
another substantial switch (the adjunct) standing in front
of the Class 5 switch.

In contrast Lo pre-switch architectures, the post-switch
architectures described in Section 4 make it unnecessary
to explicitly identify and manage heavy internet users.
By default, ingress switches are used to route all inter-
net calls to AS, by means of [0-digit number iransla-
tions or IN-based routing. This constitutes an advantage
for post-switch architectures since, as discussed above,
the identification and management of heavy internet us-
ers is a non-trivial problem,

By capturing internet traffic on the network side of in-
gress switches, post-switch architectures can take ad-
vantage of economies of scale in the deployment of off-
load equipment. Architecture C (Section 4) takes this
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idea to its logical conclusion, by routing all intemet
calls and signaling through a hub ICR facility. If inter-
net traffic grows into a high penetration, large scale
service as has been forecasted, this type of hub facility
can be used to provide economical connectivity be-
tween LECs and ISPs.

As the market evolves towards more sophisticated,
value-added internet services, the hub arrangement may
well prove to be very attractive to ISPs and corpora-
tions, since they can avoid owning end operating their
own AS equipment. Instead, the hub facility could be
opcrated by an LEC or third party, and the ISP or cor-
poration could simply subscribe to new equipment ac-
cording to their own customers' or employees' needs,
The hub operator would manage a variety of AS equip-
ment from multiple vendors, achieving economies of
scale by serving many ISPs and corporations.

A major disadvantage of post-switch architectures, at
least in the simplest implementations, is that they do not
address ingress switch costs. In addition, they poten-
tially incur some additional costs through the deploy-
ment of IN capabilitics on switches, SCPs, ICR node,
and the implementation of IN triggers on switches.
However, it should be noted that SS7 and IN nodes are
already widely deployed. Thus there may only be some
incremental cost associated with carrying or processing
the signaling required for off-load function.

As with pre-swilch architectures, $57 and IN capabili-
ties can address the weaknesses of post-switch archi-
tectures, by means of flexible calt routing, and a number
of waffic flow control features that can be custom de-
signed for internet traffic management.

8. Conclusions

In conclusion, there are pros and cons to both pre- and
post-switch architectures. These two classes of archi-
tecture have strengths in different areas. In reality, an
optimal strategy could utilize both types of architecture,
depending on traffic volumes, congestion levels in in-
gress switches, and overall economics.

Many of the technical issucs associated with the imple-
mentation of off-load architectures are now reasonably
well understood. Work programs in these areas (e.g.,
requirements / standards development) are mapped out,
and are waiting for expressions of interest from the in-

dustry. Business case and cost analysis efforts is not as
well advanced. Information 1o evaluate the cost effec-
tiveness of various architectures certainly exists, but
needs to be assembled and synthesized into a coherent
picture.

In this paper, various internet off-load architectures
have been described with somewhat of a near term fo-
cus in mind. It may be advanageous for network pro-
viders and equipment suppliers to also rethink the over-
all network evolution to better understand the direction
of the PSTN in terms of incorporating new technologies
that would facilitate the support of all traffic types in-
cluding voice, data, and video applications.

A principal contribution of this paper is to highlight the
potential use of SS7 and IN capabilities not only to en-
hance the effactiveness of both pre- and post-switch ar-
chitectures from a technicat point of view, but also im-
prove their economics by providing the flexibility to
adapt to a rapidly changing internet traffic patterns.
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