
Bellsouth Telecommunications, Inc. 
150 South Monroe Street 
Room 400 
Tallahassee, Florida 32301 
(305) 347-5561 

October 27,2000 

Mrs. Blanca S. Bay0 
Director, Division of Records and Reporting 
Florida Public Service Commission 
2540 Shumard Oak Boulevard 
Tallahassee, FL 32399-0850 

Re: 000084-TP (US LEC Arbitration) 

Dear Ms. Bayo: 

Enclosed is an original and fifteen copies of BellSouth Telecommunications, 
Inc.'s Rebuttal Testimony of Cynthia K. Cox, which we ask that you file in the captioned 
docket. 

A copy of this letter is enclosed. Please mark it to indicate that the original was 
filed and return the copy to me. Copies have been served to the parties shown on the 
attached Certificate of Service. 

Sincerely, 

€fd L5d&U+. 
E. Earl Edenfield, Jr. (pr' 

Enclosures 

c: All Parties of Record 
Marshall M. Criser 111 

Nancy B. White 
,. -.-, R. Douglas Lackey 
t:\.t\ 
! j'l" -.' L. ,..,I , ,- 
L~ \I .__ 



CERTIFICATE OF SERVICE 
Docket No. 000084-TP 

I HEREBY CERTIFY that a true and correct copy of the foregoing was served via 

U S .  Mail this 27'h day of October, 2000 to the following: 

Diana Caldwell 
Staff Counsel 
Florida Public Service 
Commission 

Division of Legal Services 
2540 Shumard Oak Boulevard 
Tallahassee, FL 32399-0850 

Aaron Cowell 
Executive Vice President and 
General Counsel 
US LEC Corporation 
Transamerica Square 
401 N. Tryon Street, Suite 1000 
Charlotte, N.C. 28202 
Tel. No. (704) 319-1117 
Fax. No. (704) 319-0069 

Kenneth A. Hoffman, Esq. 
John R. Ellis, Esq. 
Rutledge, Ecenia, Purnell & Hoffman 
P.O. Box 551 
Tallahassee, FL 32302 
Tel. No.: (850) 681-6788 
Fax. No. (850) 681-6515 

f f d  aQ[A. 
E. EARL EDENFIELD, J 



1 

2 

3 

4 

5 

6 

7 

8 Q. 
9 

10 

11 

12 A. 

13 

14 

15 

16 Q. 

17 

18 A. 

19 

20 Q. 

21 

22 A. 

23 

24 

25 

BELLSOUTH TELECOMMUNICATIONS, INC 

REBUTTAL TESTIMONY OF CYNTHIA K. COX 

BEFORE THE FLORIDA PUBLIC SERVICE COMMISSION 

DOCKET NO 000084-TP 

OCTOBER 27,2000 

PLEASE STATE.YOUR NAME, YOUR POSITION WITH BELLSOUTH 

TELECOMMUNICATIONS, INC. (“BELLSOUTH’) AND YOUR 

BUSINESS ADDRESS. 

My name is Cynthia K. Cox. I am employed by BellSouth as Senior Director 

for State Regulatory for the nine-state BeUSouth region. My business address 

is 675 West Peachtree Street, Atlanta, Georgia 30375. 

HAVE YOU PREVIOUSLY FILED TESTIMONY IN THIS DOCKET? 

Yes. I fled direct testimony on September 21,2000. 

WHAT IS THE PURPOSE OF YOUR TESTIMONY? 

My testimony rebuts the direct testimony fled by US LEC of Florida, Inc. 

(“US LEC”), witnesses Wanda Montan0 and Timothy J. Gates, on October 13, 

2000. 



Issue 1: Should BellSouth be required to include US LEC’s logo on the 

cover of BellSouth’s m i t e  Page and Yellow Page aYrectories? 

1 

2 

3 

4 Q. 

5 

6 

7 

8 DIRECTORIES.. PLEASE COMMENT. 

9 

MS. MONTAN0 STATES, ON PAGE 2 OF HER TESTIMONY, THAT THE 

REQUIREMENT FOR NONDISCRIMINATORY ACCESS TO 

DIRECTORY LISTINGS INCLUDES A REQUIREMENT THAT AN 

ALEC’S LOGO BE PLACED ON THE COVER OF BELLSOUTH’S 

10 A. 

11 

As stated in my direct testimony, BellSouth agrees that Section 25 1@)(3) of the 

1996 Act requires that BellSouth permit ALECs to have nondiscriminatory 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

. 
access to directory listings. There is nothing in Section 25 1 or Section 271 

which indicates that the tenn “directory listings” includes printing of an ALEC’s 

logo on the cover of the ILEC’s directory. In fact, in the FCC’s Order 98-271, 

CC Docket No. 98-121, dated October 13, 1998 (BellSouth’s Application for 

Provision of In-Region, InterLATA Services in Louisiana - “Louisiana II”), 

states at 7252: 

., 

Secbon 27I(c)(2)(B)(viii) requires a BOC to provide “[wlhite p g e s  directory 

listings for customers of the other carrier’s telephone exchange service I’ We 

note that section 25I(b)(3) obligates all LEO to permit competitive providers 

of telephone exchange service to have nodscriminatory access to directory 

listings. Given the similarity of the language in these two sections of the Act, 

we believe it reasonable to conclude that the term “directory listing” as used 

in section 25I(b)(3) is comparable to “white pages directory listings” as used 

. .  

2 



in section 27l(c)(2)(B)(viii). In the Local Competition Second Report and 

Order, the Commission determined that, “[aJs a minimum standard ... the term 

‘drectory listing as used in section 251@)(3) is synonymous with the 

definition of ‘subscriber list information’ in section 2220)(3). *’ In addtion, 

the Commission has previously stated that “[aJ white pages directory is a 

compilation of ihe individual white pages listings. 

4 

5 

6 
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10 
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20 
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22 

23 

24 Q. 

25 

There is no additional requirement of either the FCC or this Commission that 

BeUSouth must include ALEC logos on its directory covers. 
. .  

IN US LEC WITNESS MONTANO’S TESTIMONY (p. 3), SHE SAYS “IN 

REFUSING TO INCLUDE US LEC’S LOGO ON ITS DIRECTORIES, 

’ Thus, the only applicable requirement is that BellSouth include US LEC’s 

subscriber listings in BellSouth’s white pages directory listings. There is no 

mention of a requirement to include the ALEC’s logo on the cover of the 

directory. The Public Service Commissions in Louisiana and South Carolina 

and the FCC found BellSouth to have satisfied the white pages checklist 

requirement - checklist item (viii). In addition, the Florida Public Service 

Commission found BellSouth to be compliant as to Checklist Item 8 as follows: 

- .. 

“ORDERED that BellSouth is providing white page directory listings 

in accordance with Section 271(~)(2)(B)(viii), of the 

Telecommunications Act of 1996, as discussed in Section H.H. of this 

Order.” Order No. PSC-97-1459-FOF-TL, dated November 19, 1997. 

3 
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BELLSOUTH I U S  ATTEMPTED TO SHIELD ITSELF BEHIND ITS 

UNREGULATED AFFILIATE, BAPCO, THE PUBLISHER OF 

BELLSOUTH’S DIRECTORY LISTINGS.” PLEASE COMMENT. 

USLEC is incorrect by asserting that BellSouth is “shielding itself‘ through 

BAPCO. The only question that needs to be answered is whether placing US 

LEC’s logo on a directory published by BellSouth is a requirement under 

Checklist Item 8. This commission and every other one faced with the 

question, including Tennessee, has found that there is no such requirement on 

BellSouth or on its affiliate BAPCO. In Tennessee (as my testimony makes 

clear elsewhere), the TRA established a separate docket in reply to a 

subsequent request from AT&T. The TFL4 was prevented by the Tennessee 

Court of Appeals from enforcing that decision, and that stay remains in effect, 

pending a final decision by the court. 

.. 
A 

FURTHER ON PAGE 3, MS. MONTAN0 STATES, “BAPCO’s REFUSAL 

TO INCLUDE US LEC’S LOGO ON THE COVER OF ITS WHITE PAGES 

AND YELLOW PAGES, WHILE INCLUDING BELLSOUTH’S LOGO, 

VIOLATES SEC. 251@)(3) OF THE ACT, FOR THE SAME REASON 

THAT BELLSOUTH ITSELF WOULD VIOLATE THE ACT FOR THE 

SAME CONDUCT.” WHAT IS YOUR RESPONSE? 

Both Section 271(B) (viii) [Checklist Item 81 and Section 251@)(3) call for 

“access” and/or “interconnection” related to directory listings. The Act 

elsewhere specifically defines what subscriber list information means in Section 

4 
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222(f)(3). In no place does the Act place any other directory requirements on 

BellSouth. US LEC’s argument that BellSouth’s conduct, in BAPCO’s use of 

the BellSouth name, violates the Act is incorrect. 

BAPCO publishes White Pages directories for BellSouth. BAPCO also 

publishes directories on behalf of other local service providers. Having 

directories published through a separate entity serves many useful purposes, not 

the least of which.is the focus it provides in offering listings, advertising and 

other services to local service providers like US LEC. We offer customer guide 

pages to LECs, listing related training and other services to LECs. The fact is, 

however, that the directory business is in another BellSouth entity, because it is 

different and appropriately separate from the regulated telephone business, and- 

not because BellSouth would avoid any obligation placed by the Commission 

separate and apart from this more narrow proceeding. 

IN HER TESTIMONY ON PAGE 4, MS. MONTAN0 STATES THAT ICG 

AND NEXTLINK WERE INCLUDED ON THE NASHVILLE, 

TENNESSEE DIRECTORY COVER, WHILE US LEC WAS NOT 

INCLUDED. PLEASE EXPLAIN. 

Both ICG and Nextlink were on the cover of the Nashville directory for one 

book and only one time. That one instance was the result of a temporary 

settlement with the Commission and parties to the special docket pending 

appeal. We are no longer required to include any other local service provider’s 

name or logo on our directory covers by order of the Court of Appeals, by 



1 

2 

3 

4 

5 Issue 2: Should Bellsouth be required to providc US.LEC’s Subscriber Listing 

6 Information (“SLI’? to thirdparty publishers? Ifso, under what terms? 

virtue of the stay issued by the court. In fact, subsequent White Pages 

directories have been published for Nashville and other Tennessee cities since 

that time, without any ALECs’ names on the cover. 

7 

8 Q. 
9 

10 

11 

12 
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14 A. 
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17 

18 

19 

20 

21 

22 
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ON PAGE 5 ,  MS:MONTANO SAYS THAT BELLSOUTH 

INACCURATELY STATES THAT THE DISPUTE UNDER ISSUE 2 IS 

WHETHER “BELLSOUTH [IS] REQUIRED TO PROVIDE US LEC’S 

SUBSCRIBER LISTING INFORMATION (‘SLI’) TO THIRD PARTY 

PUBLISHERS.” PLEASE EXPLAIN. 
., 

BellSouth is asking this Commission to confirm that there is no reauirement 

under the Act or the FCC’s rules for BellSouth to provide US LEC’s SLI to 

third party publishers. Since there is no such requirement under the Act or the 

FCC’s rules, it would be inappropriate for this Commission to either require 

BellSouth to provide US LEC’s SLI to third party publishers, or to mandate the 

terms under which BellSouth might provide such listings. In fact, BellSouth has 

agreed to provide US LEC’s SLI to third party publishers as a voluntary, 

negotiated agreement, outside the requirements of the Act or the FCC’s rules. 

The dispute between the parties is whether BellSouth should be required to pay 

US LEC a proportionate share of any revenues BellSouth may receive for 

providing US LEC’s customer lists to third parties. BellSouth’s position is that 

it is not appropriate for this Commission to require any such sharing of 

. . I  
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1 

2 

3 

revenues or to mandate any terms for a voluntary offer that is not an obligation 

of BellSouth. If US LEC wants to receive compensation for its own SLI, it can 

provide the information to third party publishers itself, as, in fact, other ALECs 

have chosen to do. 4 

5 

6 Q  

7 

8 

ON PAGE 7, MS. MONTAN0 CITES FCC RULE 51.217(c)(3)(i) AS 

REQUIRING BELLSOUTH TO PROVIDE US LEC’S SLI TO THIRD 

PARTY PUBLISHERS. DOES THE RULE MAKE SUCH A 

9 REQUIREMENT? 

10 

11 A. 

12 

No. FCC Rule 51.217(c)(3)(i) states: “A LEC shall permit competing 

providers to have access to its directory assistance services 90 that any 

13 

14 

15 

16 

17 

18 

19 

customer of a competing provider can obtain directory listings, except as 

provided in paragraph (c)(3)(i) of this section, on a nondiscriminatory basis, 

notwithstanding the identity of the customer’s local service provider, or the 

identity of the provider for the customer whose listing is requested.” This is a 

requirement that customers of competing providers be able to obtain Directory 

Assistance listings. Clearly, this rule does not require BellSouth to provide US 

LEC’s or any other ALEC’s listings to directory publishers. 

20 

21 Q. 

22 

23 

24 

25 A. 

DOES BELLSOUTH HAVE AGREEMENTS WITH OTHER ALECS TO 

PROVIDE COMPENSATION AS A RESULT OF PROVIDING THE 

ALEC’S SUBSCRIBER LIST TO THIRD PARTIES? 

. , .  

No. BellSouth does not have any agreements with ALECs or Independent 

7 
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8 Issue 3: Should BelUouth be permitted to designate more than one Point.of 

9 Interjiie in the same LATA for BellSouth originated traflc to be delivered to US 

Companies (ICOs) to share any compensation received from third party 

publishers as a result of providing other companies’ subscriber listings. In the 

past, we compensated ICOs for provision of their listings. However, in the Fall 

of 1999, through renegotiation of I C 0  agreements, we specified in all the 

contracts that compensation for such listings would not apply. We are not 

currently paying any ICOs for these listings. 

10 LEC? If so, under what conditions? 

11 

12 Issue 5: Should parties be required to provide f0Cirtie.s for the transport of trajJic - 
13 from a Point of Interjikce (PO0 to their own end users? 

- - 

14 

75 Q 
16 

17 

18 A 

19 

20 

21 

22 

23 

24 

25 

WHAT IS THE ESSENCE OF THE DISPUTE BETWEEN THE PARTIES 

ON THESE ISSUES? 

As I stated in my direct testimony, in a nutshell, these issues are about whose 

customers should pay for the costs that US LEC creates as a result of its 

network design decisions. US LEC wants BellSouth’s customers to bear those 

costs. Not surprisingly, BellSouth’s position is that US LEC’s customers 

should bear the costs of US LEC’s decisions. All of the discussion concerning 

who gets to establish points of interconnection, how many points there will be, 

when reciprocal compensation applies to the facilities, etc. are simply a means 

to an end. And that end is whether customers that US LEC does xg serve 

, I  
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24 
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should bear the additional costs that result from US LEC’s network design or 

whether US LEC’s own customers should bear those costs. Although the 

processes required to implement the parties’ positions concerning network 

interconnection are very complicated, the Commission only has to decide 

whether US LEC should bear the full costs of its network design. 

BEGINNING AT PAGE 10, MR. GATES’ TESTIMONY IMPLIES THAT 

US LEC’S NETWORK DESIGN REPRESENTS AN EFFICIENT 

NETWORK ARCHITECTURE. PLEASE RESPOND. 

US LEC equates efficiency with what is cheapest for US LEC. As explained in 

my direct testimony (pages 18-19), to measure efficiency, the cost to every 

carrier involved should be considered. A principal reason that US LEC’s 

choice is more economical for US LEC is that it expects BellSouth’s customers 

to bear substantially increased costs that US LEC causes by its network design. 

As I described in detail in my direct testimony, it simply doesn’t make any sense 

for BellSouth to incur the cost of hauling a local Lake City call outside the local 

calling area with no compensation just because US LEC wants us to do so If 

US LEC bought these facilities from anyone else, US LEC would pay for the 

facilities. However, US LEC doesn’t want to pay BellSouth for the same 

capability. 

. 
A “ 

US LEC’s method of transporting local traffic is clearly more costly to 

BellSouth, but US LEC blithely ignores the additional costs they want 

BellSouth to incur. (Exhibit CKC-I of my direct testimony includes diagrams 

9 
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which illustrate the additional costs caused by US LEC.) Of course, these 

increased costs will ultimately be borne by customers. If US LEC has its way, 

these costs will be borne by BellSouth’s customers. I submit that competition 

should reduce costs to customers, not increase them. Competition certainly is 

not an excuse for enabling a carrier to pass increased costs that it causes to 

customers it doesn’t serve. BellSouth requests that this Commission require 

US LEC to bear the cost of hauling local calls outside BellSouth’s local calling 

meas. 

PLEASE RESPOND TO MR. GATES’ STATEMENT, AT PAGE 25, THAT 

“EACH LEC BEARS THE RESPONSIBILITY OF OPERATING ANTI 

MAINTAINING THE FACILITIES USED TO TRANSPORT AND 

DELIVER TRAFFIC ON ITS SIDE OF THE POI. . . . LIKEWISE, AN 

INTERCONNECTING TERMINATING LEC WILL BEAR 

RESPONSIBILITY FOR THE FACILITIES ON ITS SIDE OF THE POI, 

BUT THEN RECOVER THE COSTS OF TRANSPORTING AND 

TERMINATING TRAFFIC OVER THOSE FACILITIES FROM THE 

OIUGINATlNG LEC, IN THE FORM OF RECIPROCAL 

COMPENSATION.” 

Mr. Gates is wrong, As I described in my direct testimony, the facilities 

discussed in this issue‘facilitate interconnection. These are not transport and 

termination facilities. In paragraph 176 of FCC Order 96-325, the FCC clearly 

stated that interconnection does not include transport and termination. Indeed, 

reciprocal compensation charges for transport and termination apply only to 

. .  

10 
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4 Q. 
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25 

facilities used for transporting and terminating traffic, not for interconnection of 

the parties’ networks. 

ON PAGES 24-25, MR. GATES CITES THE JUNE 21,2000 FCC ORDER 

IN THE TSR WIRELESS COMPLAINT CASE AGAINST US WEST AS 

EVIDENCE THAT “EACH LEC BEARS THE RESPONSIBILITY OF 

OPERATING AND MAINTAINING THE FACILITIES USED TO 

.TRANSPORT AND DELIVER TRAFFIC ON ITS SIDE OF THE POI. THIS 

RESPONSIBILITY EXTENDS TO BOTH THE TRUNKS AND 

FACILITIES AS WELL AS THE TRAFFIC THAT TRANSITS THOSE 

TRUNKS AND FACILITIES.” 

FURTHER, MR. GATES STATES, “US LEC SHOULD NOT HAVE TO 

PAY BELLSOUTH FOR THE INTERCONNECTION TRUNKS AND 

FACILITIES THAT TRANSPORT BELLSOUTH-ORIGINATED TRAFFIC 

TO US LEC FOR TERMINATION.” (PAGE 26) PLEASE RESPOND 

I think the case. Mr. Gates relies upon is very important and does provide clear 

direction on this point. It does not, however, make the point that Mr Gates 

asserts, that is, that BeUSouth is required to haul traffic from a remote local 

calIing area to US LEC’s single point of interconnection in a LATA, if that is 

what Mr. Gates actually believes. 
. I  

To the contrary, the Order Mr. Gates cites is completely consistent with 

BellSouth’s position in this case. In the TSR Order, the FCC determined a 

11 
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Couple ofthhgs. First, the FCC identified the MTA as the local calling area for 

telecommunications traffic between a LEC and a CMRS provider as defined in 

47 CFR Section 51.701(b)(2). That really isn’t in dispute and wasn’t in dispute 

in the TSR case. The MTA has been defined, for CMRS purposes, as a local 

c a h g  area. Second, the FCC determined that this rule, when read in 

conjunction with 51.703(b) requires LECs to deliver, without charge, traffic to 

CMRS providers anywhere within the local calling area, or MTA, in which the 

call originated. This point is really important and the FCC order desefies 

quoting. The FCC in the TSR order, at page 22, said that local exchange 

carriers are required “to deliver, without charge, traffic to CMRS providers 

anywhere within the MTA in which the call originated, with the exception of 

RBOCs.. . .” The FCC did not say, in this case, that local exchange carriers 

were required to deliver calls to CMRS providers to points outside the MTA in 

which the call originated, but rather only had to deliver such traffic at no charge 

within the MTA where the call originated. 

. 

With regard to traffic that originates on the incumbent local exchange carrier’s 

network, the relevant area in which the traffic has to be delivered free of charge 

is dehed  in Section 5 1.70 I@)( 1) as the “local service area established by the 

state commission.” To clanfy, Section 51.701@) provides as follows: 

. I ’  

(5) Local telecommunications trafic. For purposes of this subpart, 

local telecommunications traf/ic means: 

a telecommunications traflc between a LEC and a 

telecommunications carrier other than a W R S  provider that 
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HOW DOES THE FCC ADDRESS THE ISSUE OF ADDITIONAL COSTS 

CAUSED BY AN ALEC’S CHOSEN FORM OF INTERCONNECTION? 

As stated in my direct testimony (page 19) in its First Report and Order (Order 

No. 96-325) in Dock4 96-98, the FCC states that the ALEC must bear those 

costs. Paragraph 199 of the Order states that “a requesting carrier that wishes a 

‘technically feasible’ but expensive interconnection would, pursuant to section 

originaies and terminates wiihin a local service area 

esiablished by ihe state commission; or 

(2) telecommunications iraflc beiween a LEC and a CMRT 

provider that, ai the begrnning of ihe call oriqnaies and 

terminates wiihin the same Major Trading Area, as defined in § 

24.202(a) of ihis chapter.” 

.Therefore, BellSouth is. not required, with regard to LEC to ALEC traffic to 

deliver the traffic without charge to US LEC to any point outside of the “local 

service area established by the state commission.” This is entirely consistent 

with BellSouth’s position. We are only obligated to deliver local calls to US 

LEC at a point within the local calling area where the call originates. The 

portion of the FCC order quoted on pages 25 and 26 of Mr. Gates’ testimony 

must be read in the complete context of this order, which clearly limits 

BellSouth’s obligation to deliver tra5c to US LEC at no charge to only within 

the local calling area. 

- ..- 

13 
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252(d)( 1). 1 
reasonable Drofit.” Further, at paragraph 209, the FCC states that: 

Section 25I(c)(2) lowers barriers to competitive enbyfor carriers that 

have not deployed ubiquitous networks by permitting them to select the 

points in an incumbent LEC ‘s network at which they wish to deliver 

traffic. Moreover, because competing carriers must usually 

comwnsate incumbent LECs for the &tional costs incurred bv 

providnp interconnection, competitors have an incentwe to make 

economically efficient decisions about where to interconnect. ’’ 

(emphasis added) 

BellSouth’s position on this issue is consistent with the FCC’s Order. 

ON PAGE 11, MR. GATES CITES FPSC ORDER NO. PSC-97-0122-FOF- 

TP (FEBRUARY 3,1997) AND THE FCC ORDER APPROVING 

SOUTHWESTERN BELL’S ENTRY INTO THE TEXAS LONG 

DISTANCE MARKET AS EVIDENCE THAT AN ALEC HAS THE 

OPTION TO INTERCONNECT AT ONLY ONE TECHNICALLY 

FEASIBLE POINT LN EACH LATA. PLEASE COMMENT. 

. .  
We agree that the FCC Order No. 00-238 (CC Docket No. 00-65, Released 

June 30, 2000 at paragraph 78) states that an ALEC has the option to 

interconnect at only one technically feasible point in each LATA. As stated in 

my direct testimony, US LEC can pick any POI in the LATA that is technically 

14 
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feasible. It can choose one or more POIs in the LATA. However, US LEC still 

has financial responsibility for getting to the local network where it wishes to 

serve customers; and BellSouth is not obligated to deliver at no charge its 

originating traffic to US LEC’s POI outside the local calling area where the 

calls originate. 

PLEASE COMMENT ON MR. GATES’ CLAIM, AT PAGE 14, THAT 

ALECS HAVE THE RIGHT TO DESIGNATE POIS, BUT ILECS SUCH AS 

BELLSOUTH DO NOT. 

Mr. Gates is incorrect. As explained in my direct testimony (pages 22-25), the 

FCC permits ALECs to designate a POI on the ILEC’s network for traffic 

originated by the ALEC. It does not allow the ALEC to  spec^ a POI for 

traffic originated on the ILEC’s network. (See discussion in my direct 

testimony on pages 22-24, quoting the FCC’s Local Competition Order.) The 

POI for BellSouth’s originated traffic is a single point in a local calling area to 

which BellSouth will deliver all of its customers’ traffic to the ALEC. The 

traffic originated by all BellSouth customers in a local calling area would be 

transported by BellSouth to a single point in that local calling area at no charge 

to the ALEC. This point represents the highest degree of aggregation for the 

local calling area that BellSouth can provide to US LEC. Assuming there is 

more than one wire center in the local calling area, US LEC can then pick up all 

of BellSouth’s traffic that originates in that local calling area at a single point 

rather than having to pick up the traffic at each individual Wire center. 

- 

. ,  

15 
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15 
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19 

20 

h4r. Gates complains that BellSouth doesn’t have the authority to deliver its 

originated traffic in this manner. I disagree. As stated in my direct testimony, 

BellSouth has the right to establish a single POI in each local calling area for its 

originating traffic. If BellSouth didn’t aggregate the traffic in this way, the cost 

to US LEC likely would be higher. However, if US LEC wants to pick up the 

traffic at each of BellSouth’s end offices instead of using the BellSouth 

designated POI, it certainly is free to do so. 

PLEASE COMMENT ON h4R. GATES’ IMPLICATION AT PAGE 14 

THAT US LEC’S ABILITY TO COMPETE WOULD BE HAMPERED BY 

US LEC’S INABILITY TO OBTAIN FREE FACILITIES FROM 

BELLSOUTH. 

Mr. Gates is incorrect. I addressed this thoroughly in my direct testimony at 

pages 21-22. As I have already stated, al l  carriers must bear their own costs of 

interconnection. Therefore, US LEC is in the same competitive position as 

other carriers. Apparently, what US LEC believes is that instead of bearing its 

own costs, it should be able to have BellSouth’s customers subsidize its 

interconnection in a way that, in fact, would give it an unfair advantage. 

21 Issue 4: What is the appropriate definition of “serving wire center” for purposes of 

22 defining transport of the parties’ respective hOfFc? 

23 

24 Q 

25 WIRE CENTER? 

. . ,  

WHAT HAS US LEC PROPOSED AS THE DEFINITION OF A SERVING 
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2 A. 
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10 

11 

12 

13 

14 

15 

16 Q. 
17 

18 

19 

20 

21 

22 

23 

24 A. 

25 

On page 16 of the testimony of Mr. Gates, US LEC states that generally, “a 

serving wire center is synonymous with a central office.” h4r Gates goes on to 

say that by central office, he is referring “to a ‘class 5’ central office where the 

local exchange company terminates the subscriber outside plant.. .Essentially, a 

serving wire center is the central office with entrance facilities for the ALEC ” 

As I explained in my direct testimony, BellSouth’s proposed definition of 

serving wire center is “the wire center owned by one Party from which’the 

other Party would normally obtain dial tone for its Point of Presence.” A 

serving wire center is not synonymous with central oflice. Instead, a serving 

wire center is a specific central office determined by the location of the ALEC’s 

point of presence. Mr. Gates seems to acknowledge this by recognizing that a * 

switch would have entrance facilities for the ALEC. BellSouth agrees, and the 

entrance facilities are in fact local channels as proposed by BellSouth. 

ON PAGES 17-19 OF HIS TESTIMONY, MR. GATES ILLUSTRATES AN 

EXAMPLE WHICH “HIGHLIGHTS THE ANTICOMPETITIVE IMPACT 

OF BELLSOUTH‘S PROPOSAL TO UNILATERALLY DESIGNATE POIS 

FOR BELLSOUTH-ORIGINATED TRAFFIC. IF BELLSOUTH 

DESIGNATES POIS AT END OFFICES SOME DISTANCE FROM US 

LEC’S POI, THE INTERCARRIER COMPENSATION WILL NOT BE 

SYMMETRICAL.” (PAGE 19) DO YOU AGREE? 

No, BellSouth does not agree that US LEC or any other ALEC is, or will be, 

disadvantaged by BellSouth’s placement of POIs. The issue here is not whether 



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 Issue 6a: Which rates should apply for the transport and term*nation of local 

7 2 traffic: composite or elemental? 

13 Issue 66: If elemental rates apply, should US LEC be compensated for the tandem 

14 switching elemental rates for purposes of reciprocal compensation? 

., ., 

or not US LEC will be disadvantaged through a proposed definition of serving 

wire center. US LEC plainly seeks to receive Dedicated Interoffice Channel 

Transport rates when it is not performing the function that entitles an ALEC to 

such compensation. Dedicated Interoffice Channel Transport is charged for 

transport between two Bellsouth wire centers or two US LEC wire centers. As 

Mr. Gates’ diagrams show, US LEC has only one wire center and therefore is 

not providing interoffice transport. However, BeUSouth has two wire centers, 

.and is entitled to charge for the interoffice transport when it provides this 

hnction. 

15 

10 Q. 

17 

18 

19 

20 

21 

22 A. 

23 

24 

25 

ON PAGE 3 1, MR. GATES STATES THAT RECIPROCAL 

COMPENSATION RATES THAT US LEC CHARGES BELLSOUTH 

h4UST BE SYMMETRICAL WITH THE RECIPROCAL COMPENSATION 

RATES THAT BELLSOUTH CHARGES US LEC. IS BELLSOUTH 

PROPOSING SOMETHING DIFFERENT? 

. .  
No. BeUSouth is proposing that symmetrical reciprocal compensation rates 

apply to the extent that both parties are serving a comparable geographic area 

and are performing the same hnction. Mr. Gates even states that US LEC’s 

proposed composite rate is the sum of the individual rate elements for tandem 

18 
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9 Q. 
10 

11 

12 

13 

14 

15 A. 

16 

17 

18 

19 

20 

21 Q. 

22 

23 

24 

25 

switching, tandem transport termination, tandem transport mileage and end 

office switching. To the extent that both parties are performing the same 

functions, and that tandem switching is applicable, reciprocal compensation is 

symmetrical for this function. The difference in the parties’ positions is that US 

LEC’s composite rate would result in US LEC being compensated for tandem 

switching and transport, regardless of whether it provides these services or 

serves a comparable geographic area. 

ON PAGE 3 1, MR. GATES SAYS THAT THE APPROPRIATE RATES 

FOR RECIPROCAL COMPENSATION ARE BELLSOUTH’S TARIFFED 

RATES FOR TANDEM SWITCHING, TANDEM TRANSPORT 

TERMINATION, TANDEM TRANSPORT MILEAGE AND END OFFICE 

SWITCHING. DO YOU AGREE? 

., 

No. As stated in my direct testimony (page 30), the appropriate rates are the 

UNE reciprocal compensation rates as previously approved by this 

Commission, with the distinction that all of the rates apply only ifthe applicable 

facilities are actually used to transport or terminate the local call within the local 

calling area. 

MS. MONTAN0 HAS LISTED THE GEOGRAPHIC AREA SERVED BY 

US LEC’S SWITCH& & FLORIDA ON PAGE 11 OF HER TESTIMONY 

BASED ON THIS TESTIMONY, DO US LEC’S SWITCHES IN FLORIDA 

SERVE A GEOGRAPHIC AREA COMPARABLE TO BELLSOUTH’S 

TANDEM SWITCHES? 

19 



1 

2 A. No. Based on the number of customers served, I do not believe that US LEC is 

3 

4 

5 

6 

7 

8 

9 

10 Q. 

11 

12 

13 A. 

14 

15 

16 

17 

18 

19 

20 

21 R 

22 

23 

24 

25 

serving a comparable geographic area. Based on Ms. Montano’s testimony, it 

is impossible to determine where US LEC’s customers are located. For 

example, in Orlando, US LEC has 337 customers throughout 12 wire centers. 

This could mean that US LEC has 11  wire centers with one customer each and 

one wire center with 326 customers. This would not demonstrate that US LEC 

is serving a comparable geographic scope. 

WHAT EVIDENCE DOES BELLSOUTH HAVE TO DEMONSTRATE ITS 

TANDEM SWITCH COVERAGE? -- - 
Attached to this testimony as Exhibit CKC-3 are BellSouth’s maps indicating 

the areas served by BellSouth’s Local Tandems in the Orlando, Jacksonville and 

Southeast LATAs in Florida. BellSouth’s local tandems serve wire centers as 

shown on the maps in various colors as noted in the legend on each map. These 

various colored wire centers are only those that home on the applicable local 

tandem for completion of calls in their basic local calling areas. Note that the 

independent wire centers have an X in the 7* character position. 

DO YOU AGREE WITH MR. GATES’ CLAIM (PAGE 33) THAT WHEN 

THE ALEC’S SWITCH SERVES AN AREA COMPARABLE TO THE 

AREA SERVED BY BELLSOUTH‘S TANDEM SWITCH THAT THE 

ALEC HAS MET THE “SINGLE CRITERION” TO ALLOW THE ALEC 

TO CHARGE THE TANDEM SWITCHING RATE? 

. .  

20 
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2 A. 
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8 

9 

10 

11 Q. 

12 

13 

14 A. 

15 

16 

17 

i a  

19 Q. 

20 

21 

22 

23 

24 A. 

25 

No. As discussed in my direct testimony (pages 37-38), clearly, the FCC has a 

two-part test to determine if a carrier is eligible for tandem switching; an 

ALEC’s switch must serve the same geographic area as the ILEC’s tandem 

switch, and an ALEC’s switch must perform 

This position was reiterated by the U.S. District Court in MCI 
Telecomm unication Corn. v. Illinois Bell Teleohonq, and the Ninth Circuit 

Court of Appeals in U.S. West Communications v. h4FS Intelenet. Inc.. et. al, 

as cited in my direct testimony. 

tandem switching functions. 

WHAT WAS THE STATUS OF THE FCC’S RULE 51.711 AT THE TIME 

OF THESE RULINGS? 
- -  * 

At the time of both rulings, the Eighth Circuit had reinstated Rule 51.71 1 

Also, the FCC’s Rule 51.71 1 was in effect at the time that the Illinois 

Commerce Commission and the Washington Utilities and Transportation 

Commission made their original rulings in these cases. 

ON PAGES 32-33, MR. GATES QUOTES FCC RULE 51.7ll(a), PLACING 

EMPHASIS ON SUBPART (3) OF THE RULE AND IGNORING SUBPART 

(1). IN YOUR OPINION, HAS MR. GATES ACCURATELY 

INTERPRETED THk RULE? 
. .  

Absolutely not. Mr. Gates self-servingly ignores subpart (1) of this rule. 

Subpart (1) clearly states that symmetrical rates assessed by an ALEC upon an 

21 
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8 

9 

10 

11 

12 

13 Q. 

14 

15 A. 

16 

17 

18 

19 

20 

21 

22 Issue 7: Should ISP-bound traffic be treated as local trajfic for the purposes of 

23 reciprocal compensation, or should it be otherwise compensated? 

24 

. , ’  

25 Q. MR. GATES EXPOUNDS AT LENGTH (PAGES 35-61 ON US LEC’S 

ILEC for transport and termination of local traffic are equal to the rates “that 

the incumbent LEC assesses upon the other carrier for the same services.” 

(emphasis added) “Same services” equates to the same knctions that the LEC 

performs to transport and terminate the ALEC’s originating local traffic. US 

LEC is only entitled to assess tandem switching charges upon BellSouth when 

US LEC actually performs the tandem switching knction for local calls and 

actudy serves an area geographically comparable to the area served by 

Bellsouth’s tandem switch to terminate a local call originating from a BellSouth 

end user, Similarly, BellSouth may only seek recovery of tandem switching 

charges from US LEC when BellSouth performs the tandem switching fhction 

to terminate a local call originating from a US LEC end user. - -  

HAS THE COMMISSION PREVIOUSLY DECIDED ON THIS ISSUE? 

Yes. In my direct testimony I discussed several decisions by the Commission 

addressing both the geographic coverage and hnctionality criteria that an 

ALEC must meet to be eligible to charge for tandem switching. Just as in the 

Intermedia arbitration case, US LEC has failed to demonstrate that it meets the 

geographic and hnctionality criteria required before US LEC is eligible for 

tandem switching compensation. 

2 2  
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5 A. 
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10 

11 

12 

13 

14 

15 

16 

17 

18 Q. 

19 

20 

21 

22 A. 

23 

24 

25 

POSITION THAT ISP-BOUND TRAFFIC SHOULD BE TREATED AS 

LOCAL, TRAFFIC FOR THE PURPOSES OF RECIPROCAL 

COMPENSATION. PLEASE RESPOND. 

BellSouth's position on this issue is that ISP-bound traffic is not local traffic 

eligible for reciprocal compensation. Our position has been presented to this 

Commission at length in three recent arbitration proceedings: arbitrations 

between BeUSouth and ITC"DeItaCom, Intermedia and Global NAPS. As 

stated in my direct testimony, BeUSouth agrees to apply the Commission's 

Order in the Intermedia Arbitration proceeding (Order No. PSC-00-15 19-FOF- 

TP, dated August 22,2000) to this case, as an interim mechanism. However, 

BellSouth contends that the interim mechanism must be subject to true-up, 

pending an order fiom the FCC on inter-carrier compensation for ISP-bound 

traflic. BeUSouth agrees to this as a conciliatory offer that avoids requiring the 

Commission to rehear this issue. BeUSouth reserves the right, however, to 

appeal or seek judicial review on this issue. 

. ..- 

IF THIS COMMISSION DETERMINES THAT COMPENSATION 

SHOULD BE PAID FOR ISP-BOUND TRAFFIC, WHAT SHOULD BE THE 

RATES? 

. . '  

BellSouth's position is that a minute of use (MOU) compensation arrangement 

should not be applied to ISP-bound traffic. However, if this Commission 

considers a MOU compensation arrangement, at a minimum it should consider 

the characteristics of ISP calls as distinguished fiom local calls, as this 

2 3  
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14 

15 

16 Q. 

17 

18 

19 

20 A. 

21 

22 

23 

24 

25 

Commission found in its order in the Global NAPS arbitration with BellSouth 

(Order No. PSC-00- 1680-FPF-TP, dated September 19,2000). 

Local exchange rates do not take into account and compensate for access 

service such as ISP-bound traffic or traffic sent to IXCs. Access service 

characteristics were never considered when local rates were established. 

Further, ISP-bound traffic bears little resemblance to local traffic. Indeed, for 

BellSouth the typical call duration for a local call is between three and four 

minutes. On the other hand, an Internet call session generally lasts much longer 

than three to four minutes and may last several hours. As additional evidence, 

attached to my testimony as Exhibit CKC-4 is a Report of the NARUC Internet 

Working Group (March, 1998), and two supporting BeUcore studies which 

state that an average ISP-bound call is 20 minutes as opposed to an average 

voice call of three minutes 

- .. - 

HOW DO COSTS SUPPORTING COMMISSION APPROVED 

RECIPROCAL COMPENSATION RATES FOR LOCAL CALLS 

COMPARE TO COSTS FOR ISP CALLS? 

Costs per minute for ISP calls are lower than such costs for local calls. The 

cost for local calls is a combination of call set-up cost and a per minute cost. In 

the cost support for reciprocal compensation, the cost of call set-up is spread 

over the average duration of a local call, which is around 3 minutes. Assuming 

that the average duration of ISP calls is 20-25 minutes, using the same 

reciprocal compensation rate for local and ISP calls means that call set up cost 

. -  
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a A. 
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10 

11 

12 

13 

14 
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16 
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18 
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20 

21 

22 
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24 

25 

would be over recovered. Therefore, any per minute reciprocal compensation 

rate, if applied to ISP-bound tr&c, should be a lower per minute rate to 

account for the longer call duration. 

WHAT IMPACT WOULD THE DIFFERENCE IN HOLDING TIMES 

HAVE ON THE COMMISSION’S PREVIOUSLY APPROVED RATES? 

The Commission:s previously approved reciprocal compensation rates are 

clearly overstated for a carrier, such as US LEC, that is predominately, ifnot 

entirely, serving ISPs. The effect is reflected most in the costs for end office 

switching. The Commission approved a rate of S.002 per minute to recover 

end office switching. The cost study for that rate included call setup costs to be’ 

recovered on a per minute of use basis; the more minutes that a call takes, the 

lower the per minute setup cost. The cost of S.002 per minute was based on 

local calls only with an average call duration of 2.708 minutes per call. Using 

an average call duration of 20 minutes, which more closely resembles ISP calls, 

would reduce costs by 36%. This reduction would result in a cost of S.00128 

for ISP calls using the Commission’s approved methodology. The 

Commission’s approved reciprocal compensation rates for tandem switching 

and common transport would also overstate cost; however, the magnitude 

would be much less than the impact on end office switching costs. Again, 

BellSouth is not proposing to apply reciprocal compensation to ISP traffic. 

This analysis is provided to show that the previously adopted rates for 

reciprocal compensation would overstate costs of ISP traffic. 

. b ,  
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1 Issue 8: Should US LEC be allowed to establish irs own local calling areas and 

2 assign its NPAARX for local use anywhere within such areas, consktent with 

3 applicable law, so long as it can provide informalion perm*tting Bellsouth as the 

4 originating carrier to determine whether reciprocal compensation or access charges 

5 are due for any particular call? 

6 

7 Q. 

8 

MR. GATES, AT PAGE 62, STATES “BELLSOUTH DOES NOT INCUR 

ANY ADDITIONAL COSTS IN DELIVERING TRAFFIC TO US LEC’S 

9 

10 

11 

12 A. 

13 

14 

15 

16 

17 

18 

19 

20 

21 Q. 
22 

23 

24 

25 

SWITCH BASED ON THE LOCATION OF US LEC’S CUSTOMERS.” 

PLEASE COMMENT. 

- 
US LEC, based on the testimony of Mr. Gates, is missing the point. Reciprocak - 
compensation is to cover the cost of transporting and terminating local calls. It 

is the terminating carrier that incurs these costs, and, therefore, collects the 

money. Second, the end points of a call determine whether or not a call is local. 

Clearly, when a BellSouth customer calls a US LEC customer in a different 

local calling area, it is not a local call, regardless of where US LEC’s switch is 

located, and what cost BellSouth incurs to get the call to that switch. US LEC 

is not entitled to reciprocal compensation for these calls. 

BEGINNING ON PAGE 63 OF HIS TESTIMONY, MR. GATES 

DISCUSSES THREE’ ALLEGED “SIGNIFICANT NEGATIVE IMPACTS 

OF BELLSOUTH’S PROPOSED LANGUAGE WITH RESPECT TO 

ASSIGNMENT OF CODES. PLEASE ADDRESS EACH OF THESE 

ALLEGATIONS. 

. ,  
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Mr. Gates makes the following three allegations that occur with BellSouth’s 

proposed language: 

BellSouth would be able to evade its reciprocal compensation obligations 

under the 1996 Act; 

Contrary to one of the hndamental goals of the 1996 Act, the language 

would have a negative impact on the competitive deployment of affordable 

dial-up Internet services; and 

BellSouth would have a competitive advantage over US LEC in the ISP 

market. 

BellSouth disagrees. BellSouth would not be evading any reciprocal 

compensation obligations under the Act. The Act requires reciprocal 

compensation for the transportation and termination of local tratfic. The tratfic 

under discussion, as shown above, is local. 

BellSouth’s position has no impact on US LEC’s ability to serve ISPs. US 

LEC is free to target and select customers, and assign telephone numbers as it 

chooses. BellSouth is only saying that calls originate and terminate with 

customers in different local calling areas are not local and, therefore, WZXX 

subject to reciprocal compensation 
. .  

Furthennore, BellSouth’s proposed language would not grant us an advantage 

in the ISP market. Due to the FCC’s exemption of ISP-bound tratfic from 

access charges, BellSouth is limited to charging its ISP customers the tariffed 

2 1  
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4 Q. 
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10 A. 
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12 

13 

14 

15 

16 

17 

18 

19 

20 Q. 
21 

22 

23 

24 

25 

business local exchange rate. ALECs like US LEC generally have more 

flexibility in their pricing. 

ON PAGE 64, MR. GATES STATES THAT “PLACING LIMITATIONS ON 

RECIPROCAL COMPENSATION BY REFERRING TO A CUSTOMERS 

PHYSICAL LOCATION WOULD GIVE BELLSOUTH THE ABILITY TO 

RECLASSIFY LOCAL CALLS AS TOLL CALLS.” IS THIS A VALID 

STATEMENT? 

Absolutely not. US LEC is the party attempting to reclassify the nature of the 

call, from toll to local. An FX call or Virtual NXX call that crosses local calling 

area boundaries is a toll call, which should not be subject to reciprocal 

compensation. If the provider of the FX or V i  NXX service chooses not to 

bill its customer for toll service, that is its choice; however, the billing 

alternative does not change the nature of the call. An example of this is FX 

service. In this instance, the call originates and terminates in two different local 

calling areas. While the originating party may be charged as if this is a local 

call, in reality the terminating party is paying for the call through FX charges. 

- 
a 

ON PAGES 70-75, MR. GATES PRESENTS DIAGRAMS CLAIMING TO 

DEMONSTRATE THAT ISP-BOUND CALLS SERVED THROUGH A 
I .  

VIRTUALNXXAR~ANGEMENT ARENODIFFERENT ~ “ O T H E R  

LOCAL CALLS.” DO YOU AGREE WITH HIS CHARACTERIZATION? 

2 8  



1 A. 
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10 
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13 

14 

15 

16 

17 

18 Q. 

19 

20 

21 

22 A. 

23 

24 

25 

No. I disagree. First, BellSouth agrees with the FCC’s determination that Isp- 

bound calls are interstate. However, this issue is not an ISP issue. I will 

therefore respond to Mr. Gates diagrams by assuming that the US LEC 

customer is not an ISP. Given this fact, BellSouth would agree that Diagrams 5 

and 7 represent local calls. We also agree that our obligation for delivering our 

originating traffic is the same in both diagrams. However, our obligation is not 

as described by Mr. Gates. Our obligation is as I described earlier in my 

testimony. That is, BellSouth must deliver its originating traffic, at no charge, 

to a point in the local calling area (LCA) where the call originates. In Diagram 

5, that could be at the POI as shown by h4r. Gates. However, in Diagram 7, it 

would be at a point in LCA2, not the POI in LCA 1. BellSouth does not agree 

that Diagrams 6 and 8 represent local calls. In both of these diagrams, the 

originating party is in one LCA and the terminating party is in a different LCA. 

Reciprocal compensation would not apply to these cases. BellSouth’s 

obligation to deliver the originating traffic is still limited to a point within LCA 

1 in both diagrams. 

a - 

IS US LEC’S POSITION ON THIS ISSUE CONSISTENT WITH THE 

ARGUMENTS THAT ALECS HAVE USED AS RATIONALE THAT ISP- 

BOUND CALLS ARE LOCAL? 

. , ’  
No. The argument by ALECs that ISP-bound calls are local has been that there 

are really two calls. ALECs have argued that the first call terminates at the ISP 

server, which was portrayed as a local call. The second call then left the ISP 

server in the local calling area and went to the Internet. While BellSouth 
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24 

disagrees with this argument, it is important to note that in the context of this 

issue, the “first” call as described by the ALECs is not even a local call, and by 

their own argument, would not be subject to reciprocal compensation. 

ON PAGES 79 AND 80, MR. GATES STATES THAT “THE COSTS 

ASSOCIATED WITH ACCESSING THE INTERNET WOULD INCREASE 

IF BELLSOUTH RESTRICTS ALECS’ USE OF NXX CODES. PLEASE 

COMMENT. , 

First, let me reiterate, BellSouth is not attempting to restrict US LEC’s use of 

NXX codes. Second, as I have already stated, reciprocal compensation is 

designed to compensate a carrier for transporting and terminating a local call. 

Long distance calls have different compensation mechanisms that apply and 

would continue to apply in the cases we have been discussing. In the FX 

example I described earlier, BellSouth charges the FX customer appropriate 

charges to cover BellSouth’s costs. US LEC should do the same. For 

example, the rate elements of BellSouth’s FX service include local channel, 

interofice channel, bridging equipment charge, exchange access, and usage 

charges (See BellSouth General Subscriber Service Tariff, Section A9.) When 

US LEC assigns telephone numbers to a customer in a way that allows people 

to make a long distance call to that customer but not be charged for a long 

distance call, US LEC’should recover its costs eom the customer who is 

benefiting - not try to recover those costs from BellSouth. 

25 Issue 9: Should ISP-bound trafic be considered local trajjjc for the purposes of 

30 
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1 calculcrting Percent Local UsagerPL U’y ? 
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3 Q. 

4 

5 
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7 A. 

8 
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10 

11 

12 

13 

14 

15 Q. DOES THIS CONCLUDE YOUR TESTIMONY? 

16 

17 A. Yes. 

18 

19 

h4R. GATES STATES US LEC’S POSITION (PAGE 82) THAT ISP- 

BOUND TRAFFIC IS LOCAL AND, THEREFORE, SHOULD BE 

RJCLUDED IN THE PLU CALCULATION. PLEASE RESPOND 

BellSouth’s position is the same as stated in my direct testimony: The PLU 

,factor should be developed on the same basis upon which it is applied: that is, if 

the PLU is multiplied to a minutes of use total to determine minutes for 

application of reciprocal compensation, then only minutes of local traffic subject 

to reciprocal compensation should be included in calculating the factor. 

BellSouth’s position is that ISP-bound traf6c calls are not local, are not subject - *  

to reciprocal compensation, and should not be included in the PLU factor. 

. 
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BellSouth Jacksonville LATA - Local Tandem Serving Area 
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BellSouth Orlando LATA - Local Tandem Serving Area 
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BellSouth Southeast LATA - Local Tandem Serving Area 
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I. Introduction 

Growing use of the public switched telephone network (PSN)' to access the Internet presents 
new, difficult policy concerns for regulators. Promotion of Internet use is consensus public 
policy nationally and even worldwide. But snowballing Intea t  growth har costs and allocative 
implications for Internet rclayen (including providers o f  both the backbone network and access). 
for intcncdiate telecommunications caniers, and for end USCK, ihcluding both individds and 
businesses. 

This repon is the product of efforts by members of the National Association of Regulatory 
Commissioners (NARUC) Communications Commitkc and Communications Stafi 
Subcommincc to a d d m  cumnt public policy issues on use of the PSN to access Internet 
services to exchange messages and information, aanrfer data. and conduct transqctions. Some of 
the issues'wrrc fin: formally raised before be StatTSubcomminec in a provocative panel 
discussion at the NARUC Winter Meeting in Warhingtoh D.C, in Feb- 1997. The Internet 
Working Group was formed at the winter meetings and sent a questionnaire to industry players in 
mid-April 1997. The Working Gmup reviewed taponscs to its questionnab, coommmts filed at 
the FCC Notice of Proposed Rulemaking (NPRM) on Access 
response to the FCC Notice of Inquiry (NOI) regding use of the PSN by Internet service 
provides.' A follow-up panel pruentcd funher discussion of the issues before the NARUC 
Communications Committee at its summer meetings in Sm Francisco in July 1997. ' h e  fint 
dnA of this paper uas presented dong with a q u e s t  for comment at the NARUC Annual 
Meeting in Baton in November 1997. 

ATkT repons that thcrc will k 30 million Internet accounts for 43.2 million howhoIds and 2. I 
million businesses by the year 2OOO. This growrh will help pcoplc to do such things as jay bills, 
improve themselves through education. and work at home. Demands will also k made of the 
netwxk to protGdc greater md greater bandwidth w multimedia, voice and other Intemct 
applications become more commonplace lnlcmrcdiuc ~elewmmunicalioar urricn (the ones 
thiu connect Internet end UIQS (o the Incanct) ut wnccrned fhaf lbere i n i n g  costs w not 
king  borne by those uusins the invcsunenu, chur straining tbe eapabilitier'of wme 
telecommunications resurca pmioruly dcplopl for o h  public and private purpows. The 
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FCC's cxcmpcion of Internet service providers (ISPs) b m  access charges maybe hinddng 
migration of Internet use to more appropriate technology than fhe existing PSN, which is 
currently designed to handle voice traffic tather than data. 

The Internet is  first being deployed to large businesses and wealthier, mon urban m i d a t i d  
users. Schools, libraries and rural health care faCifitiK nationwide are ncciviag subsidies for 
Internet investments under the  telecommunication^ Act of 1996. but therri~ M promi* h t  
other ml and low-income cuslorncrs will receive Intmrct arras any h e  soon. Planaing for 
universal senrice has not addrcssed the mcanc to support a ubiquitous national k~llout of 
advanced telecommunications services maintained at affordable rates 

In this report. we analyze issues of PSN congestion, local access pricing, and u n i v d  %Nice 
from the prspcctivc of public service commissions concerned for the public interest, including 
the preferences of U.S. customers of telecommunicatiom and Internet services and the broad 
range of providers of those services. Internet issues have plso bcen addressed at the m t i d  
level by &e Federal Communications Commission (FCC), the Clinton administnition, the 
National Telecommunications and Infomation Administration (NnA) - the A-on's 
policy advisory arm - and the Rural Utility Sm'ce (RUS) in the D e w e n t  of Agricblhuc. 

We f i s t  address, in a qualitative way, the technical impact of the Internet on Ihe PSN. We limit 
our ywlysis to considemion of calls dialed to rcoch the Internet. Some of tht congestion is due 
to ISP failure to provide a suficicnt n u m k  of connections for their was, SO rhe users 
espericnce busy signals when they attempt to dial in.' We do not addms a second problem, the 
phenomenon knom Y thc 'wrldwidc Wsit,' nmcd bKam of slow nspam IO ufc~ q u m  
while they ye online to the Internet. Nor do we address congestion problems ?hat may arise BS a 
result of dial-ups to computers that do not involve connections with Ihe IntweL 

In Section II we review technical solutionr for the problems posed to rht PSN and sorncbther 
vehicles for JCCCSS to ihe lntcmct. TIK q d o n  is posed as 10 whether Ihe PSN 1s the 
appropriate vehicle in the long ~erm for car& chis tnffic or whew spm 0th n & ~ ~ t k  3 
kiter suiicd. We discuss the warioru ecblogia that may k: used to provide ~CCCII to thc 
Internet. and heir suitabifily md iikdihood of bcwdflg the p d d  method of aCCCSS in the 
short term and long ~erm. We provide m inillrl. bmad Uulyrir of the CON of migrating thc PSN 
to a data environment and nhti h i s  to curmtly avdrble technology tnd merging 
Iechnologics. 

Section 111 ;l!tcmpu to bridge &e gap bawrm the ament rcgimc of ISP cxcmption b m  (IDCQS 

C h g a  and appmpriate pieing for the hlurc. w e  txMHc the CffCCU of the cxrmpti04 

h h p  lofi~ye p g n m r  Jlow he UXI to insmathe &prnrrlo conrjnuc to dial until k rvcsarhlly connects with 
the other rompucer. In che w a  ram, reputed ddmg m y  last M hour or m01c when h e  ISP hc kflicimr apcky 
for its customers. If many ollm ~fc  engaged in rcpued rcdulii~, their combined calls could make a M e  
conrribuitcn to busying out a rwirch 
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exploring the positive and negative mulu of the exemption up to now and into the future f& 
Internet use and the PSN. We discuss pricing options that may be suitable for high bandwidth 
data users as the PSN migrates toward a data environmenr 

Section IV is a discussion of somc univcd service issues raised by deployment of Internet 
services. 'Ihe burden may fall on statu to fund any early difbion ofadvanced 
telecommunications services to highsost and low-income areas. We examine possible sate and 
federal policies for making Internet d c c  available and affordable throughout the United 
Slates. 

Having explored all of the issues and provided an analysis of the Various dynamics and 
viewpoints we summarize h e  Working Group's conchiom and recommendations in Section V. 

11. Technical Sburces and Engineering 
Solutions to Possible Internet Congestion 

The Inremci is o packet-switched backbone network designed for data W f e r ,  delivery, and 
retrieval. An important difference between packet-based and circuit-based networks (that is, the 
traditional. analog. circuit. loul ponion of the telephone network or PSN) is that the public 
switched circuit network relics on a continuous connection rhrough the switching and vansport 
networks to transfer voice or data while the packet nctwork is active only when delivering 
packets. In B circuit network. a channel is established for communications between the end 
users. and that channel is nuinwined until rhe connection is terminated. In addition, packets can 
be stored oK-netwurk for later OFCCSS. delivery, or nlricvrl by an individual or group of users 
and need not be transponed in sequence or over the same parhway. Thus a continuous ppcket 
connection IO the Ininnet don not tic up h e  iniemet work as an amlog circuit connection 
: wuld .  

Bccjuse a continuous connection is maintained, using thc analog voice network for data 
communications overthe Intemct is m ~ d !  lar efficient than using a prdicz-switchcd network. 
In an Internet call, the lntmKt Scm'n Rovida (ISP) as wcll as the ISP'r customer may be 
consided cnd urm lSPs 
dedicated facilities oa one tide for commwieon with che Incanet md to the PSN through local 
business lines on che OW side io pmvide access for end user clutomers. When an ISP bridges 
the circuit-suitched PSN md iu packet-swilched network, the mismatch of technology k only 
putidly mitigated by modenu. Modem (modul.torldemodulators) convert digital data for 
tmmisrion over chc local (or tolf) analog network IO che interconnection point of  an ISP where 
it is packeted for delivery o m  the lntcmet nefwok 

There is little doubt hat the Internet has caused changes in the capacity used for some PSN 4 1 s  

oAar COMCCICII both IO a packet network over high speed 
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and in the average duation and number of 41s The Internet has also aff"cd the pattern of 
local use among and within LECs. LEC data show that the average d u d o n  of Internet 4 1 s  is 
considerably longer than that of local voice calk 'Ihe LEO el ah^ that the growth in number a d  
duration of Internet dls has caused facility congestion problems in inta~ffitc trunking common 
in multi-office exchanges and extended area scm'cc (EASI amgemcnts. ISPS, on Uc other 
hand, allege that empirical data do not p w  the existence of CongCStion on thc Internet They 
and other observers believe the PSN. ifpmpdy manape4 will be able to accommodatc the 
growth with little problem While m y  organizatio~~ debate the IOCUS. fnqucncy. and severity 
of Internet access congation using the PSN, &e tcchnid community is prcparhp short-, 
medium- and long-tetm solutions. This seaion examines some possible directions that PSN 
access to the Internet network may akc. 

The long-tc& scenario foreseen by all respondents 10 the Working Group k e y  is &e 
relocation of interoffice data services from the PSN to a digital packet network. Access to the 
packet 'cloud' could be achieved through many means, including improved resource 
managcmuu. residential Integatcd SeIviccs Digital Networks (ISDNs). digital subscriber loops 
(DSLs), or displacement of dial-up over d o g  modems with cable modems or winless. 

Respondents to rhc NARUC survey and to the FCCs NO1 nqazding usage of the Public 
Switched Netwrk by Information Service and Internet Access Providers (Docket 96-263) 
provided \duable insight into specific mcchanii of the congestion problem but not its scope. 
Thc primary problem is excessive blocking of calls originating end offices due to resources in 
usc by calk to Internet service providca'(1SPs). Subproblems include: 

1. 

2. Insufficient inierofiicc vunkinp 

3. 

' 

Quantities and confip!ion of (inbound) line control modules (LCMs) 

. Lack of sufiicient tmniluting CPE (for example, ISP modems) as blocked users 
penistcntly redial 

lSPs m u  work to avoid Ihe third type of pmbrua above, whes their modan bnnks arc 
obmubscrikd and ulla atria 'busy out' switch, Thc sune 'fm OW statistics 
developed by ttlcor can assist lSPs ia &si& &e upscity of thck bunks md modem banks. 

Two fundyncntd premises must kprocntedu b a c k p d .  The first is that atl 
commudutions nchvorb M de&@ 10 me* phnbiliuic d d  mldated at the busiest 
hour ofthe day. wcclr, month, and ycu-due notdcsigncd'to provi&scrvic,e to all 
cuIlornen simulmeously. fhe rccond ir chu this busy hour txistrr during the work day and 
consists mostly of voice ulls. While it is t ~ c  chrr, on average. d l  durations ('holding tima') 
by modem 10 lSPs M longer than voice d k  (Belleorr: 20 minutrq,compucd to thm minutes, 
respeclively). it is the total tnllic offemd in ~ntumcall-xconds (CCS) that is t h a e  
congestion problem. While m y  rcspondenrr could identi& PSN usage attributable to Internet 
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calls, no telephone company contended that the Internet has in generul caused shifts in the b u y  
hours. At face value, this would indicate (falsely) that the existing voice network is sufficient for 
Internet callers and that no additional capital quipment iS required. Rather, situations M'K 
where additional equipment has been required to maintain quality of service.. In thciisurvcy 
responses. PacBell and Bell Atlantic cited ucamplu of congestion in their Santa Clara and 
Hemdon end offices, respectively. 

. 

Shod Term: Improved Resource Managetnenf 

The primary reaction to congestion on the access side of the switch is to reconfigure line units. 
Bellcore viewed the problem of congestion as separate issues of tnmlring and access and 
provided different solutions for each.' In the short term, Bellcore nored thpt the present mode of 
operations cw be managed better, reducing switch stress by de-loading switches and routing 
lntemet calls more intelligently. 

A moderkely complex lark is to rebalance subscribers across existing line concabtors (them is 
a range of lines which can share a single line Unit based on the number of minutes at any given 
time the lines arc experiencing). A more interventionist (and costly) step, if rebalancing is 
unsuccessful. is  io regroom the switch by adding line unifs and reassigning customers. 

Interoffice trunking congation may still occur even in the absence ofrcctsJ line overload. One 
tdco that has extensive 1SP subscribership on primary rate interface (PRI) digital trunks has still 
had IO utilize foreign exchange (FX) lnvrking IO process these cdls over the inbroficc network. 
While FX-type trunking wn k wd to alleviate congation on the voice trunk groups, it can still 
result in a less eficient UK of the trunks themsslva. 

One solution recommended by Bellcon is the i d l a t i o n  of equipment Wpstream" of the switch 
that would diven, based on did number, ISP calls from switch line concentrators wed &y voice 
customers. This pre-switch adjunctm equipment is d d y  being sold by Lucent and Nortcl, 
manufacturers of the domi- class 5 switch models. Each of thue product solutibns has 
chancteristics or limitations h t  make than Ius than atuactive in ail situations. 

The Internet Accus Coalifion, which contcnb that the Intanet access congestion b c s  arise 
from poor ~ ~ U I C C  rmMpemcnt within mi- notes that digital mmlting by ISPS ir 
technically feasible but u not economical. Did- d l s  to ISPs that have T-I or Rimy Rate 
ISDN would by- chc switch components chrt arc acct to access congestion. Their d y s k  
howvcr. showed that, in nuny regions. UI ISP would fd it &caper (0 operate d o g  lines 
(prom to congestion) than equivalent ISDN-PN or T-1 service that is non-blc&ing. 
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Medium Term: Technological Solutions 

Some emerging products and services have the potential to operetc Without congestion to the 
PSN. We will briefly introduce options for digital subscriber loops (DSLS), ISDN, and Internet 
routers. While each of these is technically attractive, each also har economic or locational 
impediments to dcploymmf. 

1. Digital Subscriber Loop 

Digital Subscriber Loop (xDSL) ttchnology is a potential long-term access technology that 
would use existing copper pairs to connect customers dircctly to h e  pack~t 'cloud.' "he 
panicular variant of xDSL to consider, according to vendor ADC, is based, on speed, operating 
distance. upstream and downsmam speed differential. and suitableapplications. xDSL will 
someday be a high-performance (T-1 or higher) access solution for the 80 pcrcent of customers 
within 18.000 feet of an end onice. but cumntly it it not generally available. Similarly, cable 
modemioffer local area network (LAN) style Internet co~cctiont to customers; but existing 
cable infrvtructurc is suitable only for I5 percent to 20 p e n t  of potential wn. Other 
potential Internet access media include powerline d e r  (Nowb)  and satellite downlink. 

-. * ISDN 

. 

Both P r i w  Rate and Basic Rut ISDN (PRI and BRI) an viable technical solutions for 
alleviating JCCCU congestion. ISDN pricing, however, has k c n  inconsistent, and some 
nspondcnu, including ATdCT. believe that the associated nctwork and customer prcmiscr costs 
and technical limitations mean that widespread deployment is yuvr away, while others, such as 
Bell Atlantic and U S Wcn) noted bhnl ISDN is an dordablc option that will mea the needs of 
ihe m&ei for yeur to come. 

. Digid  trunks such as Primary Ruc ISDN ud T-1 can link ISP poinu of presence (POPS) With 
IS? modems and olleviaie lord 011 mitcha. but c m t  ~&fi arc higher &an for equivalent 
POTS lines. Bellcon nota  Ihr rhe prrka CDC) chrnnel of Basic Rate or Residential ISDN 
could k used by custom to tonne* to existing ~elco packet networks. Residential ISDN 
conncc:ions bypass mitcb compomu pmne to congestion 

3. Router Development 

Interne mutco could potentially k Ute bridge betwen !he cumnt wice telephony and the &!a 
nctwik of tomorrow. In rhc zhorr run, MIC could k lou~cd over a dual nctyoxk mete is 
even debate that the dud n*uwk m y  continue in the long run due to the sheer expense of 
convming the PSN to a dab friendly netunk Under the dual network concept, mice would be 
processed according to one set of paramcim a d  aafk destined for an ISP could be routed onto 
data facilities. In the long mn, *e Working Group envisions that all data(including voice) could 
be processed in J uniform manner. Right now, it appean that packets may be &e most likely 
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method for backbone networks. with a variety of digital solutions for local access. Some ~ * e s  
advocate that a more efficient configwition would be for m ~ t e l ~  to be placed at all switchu. 
thenfore, the originating switch could determine ifa call is addressed to or from an ISP Md thus 
mute iu traffic onto a data network 

The location of routers is a function of cost. The basic tusumption with using a router system is 
that there would be new costs associated with processing t&ic ovu these facilities. If rransp01-1 
is charged for traffic from the router. then ISPs have a much greater incentive to build their o m  
facilities to the office with a muter lhan to pay the ILEC to aantport the eaffic. Of caruse, the 
placement of iu own facilities to a router would require a higher profit threshold for the ISP. so 
whether it would go into a rural area using iu own facilities LS unknown. In other words. rural 
areas may still have difficulty obtaining Internet service either due to having to make a toll call 
(or pay a higher transpon cost) becaw the ISP zener is in a distant area or because providing 
tmpon to a closer office with a muter involver more facilities placement cost on the part of the 
ISP. Requiring ILECs to provide the cran~port from the routers IO the 1SP docs not solve the 
bandwidffi problem unless hi-cap facilities BIT placed and then priced close to cost. Then the 
matter simpIy becomes one for the ISP of nvenuea versus cost. 

Routers could be placed in tandem, however. this does not stop Internet rraffic from entering the 
PSN. Tandem router placement may be an acceptable solution but once bandwiddi requirements 
increase, congestion could become a problem for both rhc ILECand the end users' requirements. 
Tandem placement of P router could be very useful if there is tem'nating end ofice switch 
congestion. Tandems are typically designed to cany significant M c  flow. However, then 
has ken no contradictory m'dcna to the ISP contention that the d t c h  congestion problem 
most often spoken of is with h e  terminating switch. It is before this nv'cch that mffk must be 
diverted. Therefore. locating the muter at the tandem and then providing hi- transpon 
beween the router and the ISP server could solve many problems for the terminating +t&. 

tong Term: Network Evolution of the In:emet and Internet Access 

The Intcmet. beginning at backbone level, hu begun Ihe transition to packet technology. The 
backbone technology chosen by MCI. W, md 06 is Asynchronous Trader Mode 
(Am) .  ATM is similar to k c  d a y  (FR) md X.25 networks in that it is 8 shard resource. 
gaining cmciency by mul~ipkxing m y  streams togaha 10 pvlde  vimul private services. 

Bell Atlantic and U S Wat. in their survey rrrponxs, anticipated the full speeaum of ATM and 
frame relay networks, using xDSL ud &le modem as we11 as improved d o g  dii for .cccss. 

BCIISOU~~.  in c o m e n u  in cc w e t  NO. ~ ~ i a 3 .  outlined a p r o p o ~ d  nctworl; which thc 
company said would k suitable in the long t m .  BellSouth s u e d  that the Commission's current 
rules regarding protocol convemion would make it impossible for it to implement such a 
network. however. Dial-up connections would be routed to the network access s u y e r  that would. 
in turn. k connected to a 'ndius' or routing server. In other words, based on the number dialed 



by the Internet subscriber, the radius serverwould identify the Internet provider to which the 
network access server should establish a data connection The network access server would then 
make the connection to &e underlying A M m e  Relay nelwork to which the Internet provider 
would also be connected. 

' Ihe possible paths discussed here for long-tern Intanet evolution arc based upon developing 
technology and media Given the rapid p p 0 p . s ~  in the fields of communikations and electronics, 
in just a few years the Internet may well use ap yet unheard-of technology to speed the transport 
of data to and from the end user. The trcnd seems clcar: as we mow ahead in time, the capability 
of higher speeds of data transport will mow closer and closu to the end user. 

Cosn of Redtieing Congestion 

Many levels of solutions can be applied IO Ihc general problem of PSN congestion, the ultimate 
being relocation of data service to broadband packet networks. While the costs.of this solution 
have not been estimated, the cos& of some solutions are more easily calculated. We have figures 
for h e  cost of labor to recanfigure swicchez but lack cost data on line cards themsclvcs and tho 
new catcpr). of pre-switch adjuncts. as deployed. Cost data M available for some ways for 
lSPs to mitigate congestion. including digital T-I or ISDN PIU. Regulators must use the 
in fomion they have and obtain the funher information hey need to devclop pricing strategies 
to encourage the use of data-friendly infras!ntctw. Bccaux competition is in a nascent sage 
and the Internet is growing 50 rapidly, it may not be sufficient IO wait for new providers to place 
their faciliiics. 

' 

HI. Appropriate Structure and Charges Cor Local Network Access 

Allhough sc\ml avenues yc opar for evolution IO n*uurkr hat  support d a ~  better rhur the 
existing PSN. the cumnt exemption of ISR train yceu ChLpCo inhibits that tnnsitioa Thc 
number of people subscribing to the lntmuc kecpr grouing. but unlas the fntemet q u i =  
more banduidth it may encounter M r p p l i c u i e n c b ~  bbth on iu orm backbone and on the 
PSN. Thc compantiw price of compatible CPE md loul limr with packa Sw'tcbing capability 
\'CTZW current analog modems ud circuit switching is I diiurcmrivc for lntanct usera to migate 
IO 'data-friendly' ttchnology. The acmpioa of ISR horn a c c ~ z  charges distorts pricu .nd 
sends i n c o w  economic signals to end u p ~ n  d Io- service providers. Until d UIQ 

demands for W w i d l h  forcc ISPI to use utu M pmbably mom expensive data networks, ISPS 
\rill continue IO purchase andog lines and use modems to change digital messages to d o g  md 
back to digiol packefs for d c l i v y  o w  chc pack* n*work. So, to some unknown unens the 
exemption is helping to keep Internet from mwing inlo a mature multimedia network. 

The ISP exemption grew out o f  the FCCJ Computer I1 proceedings in the 19709, in which the 
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Commission introduced a distinction between basic and enhanced communication scrvicu. 
Enhanced services include access 10 the lntanet and other interactive computer networks. In a 
1983 access charge order the FCC decided that even though enhanced setvice providers (ESPs) 
may w the facilities of local exchange carriers to originate and tmninate interstate calls, they 
should not be required to pay interstate access charges! In its 1997 access charge decision, the 
FCC decided to maintain the excmptipaThe Commission noted that the tern " i n f o d o n  
services" in the 1996 Telccommunications Act appears to k similar in meaning to "enhanced 
senricer"' ?he ACI establishes a policy "to preserve the vibrant and compctitivc fice market chat 
presently exists for the Internet and other interactive computer services. det te rcd  by feded or 
state regulation"' 

The FCC decision means &SPs (including ISPs) may purchase sen6ces from incumbent local 
exchange cMicn under the same intrastate tariffs available to end users. They pay business line 
ram and the appropriate subscriber line charge rather than interstate access rates. Busineu tine 
rates arc significantly lower than equivalent interstate acccss charges because of separations 
allocations, pervasive flat and message rates for local business setvice, and the pe~-minutc rate 
structure of access charges? On the olha hand, intercxcbangc ~ C K  (IXCs) at least for now 
must pay acccs  charges for similar connections to the PSN. 

Most ISPs purebse analog business lines from the LEC at a fad cost pa month. Most 
households and businesses CM purchase access to the Internet through a flat monthly charge 
from an ISP. The local wage on h e  lines over which they place cdts to access the Internet is 
pencrally priced on a flat monthly or message (perell)  bask. These rates arc based on local 
usage rates. The lack of true f,ime-rclatd charges on either end of these calls encourages long 
all durations. The lLECs claim rhrt Ihe long holding limes associated with Internet calls burden 
the PSN and have w w d  and my continue 10 caw. network congestion and blocked calls. If 
the ESP exemption were discontinued. the LECs ague. a more accurate pricing signal Y u l d  be 
sent u-hich would encourap lSPs to seck more eficicnt methods of serving their end USCIS. 

The access Charge exemption is I preferrace for a d n  class of usas of the public switched 
network. just like h e  home m0-c paymait exemption is a tax prcfacncc in the federal 
income U x  system. A prc fmna  .*t l i e  I subsidy to I certain group or funchn, foregoing 
funds tha mould otherwise go IO common usc It is as an active policy pnfatncc that the 
exemption has been supporrcd - soding that will enwllnge developmenl of the Internet and 
the m y  h f i ~  rn an m from having lhir new means of i n f o d o n  exchange, plus 

* FCC 1 9 9 7 A c r r n p m . Z p u r .  

' lbid. p a .  284. 

@ 47 USC. para 23RbX2). 

' FCC I997 v. pan. 2RS 
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innovations yet to come. There is a stmng public interest argument for g o v k c n t  promotion of 
the Internet. The Internet User Coalition, for exrunple, commented to the Working Group that 
the Internet provides citizens a venue for political speech and access to infomation, lifelong 
learning, communications and commcrc~ 

IsPs ague that exemptions were justified in the fmt place and continue to k needed now to 
support a nascent indumy. MMY c o m m q ~ ~ n  &I FCC dockets and the Working Group's survey 
argued that applying any cum charges to the ISPI would stymie the Internet's growth. ISPs 
argue that the WKSS charge exemption is an incentive for investment and innovation in 
information services and thus serves U.S. industrial policy. The IS& and their supporten say 
that even though the Internet business has g r o w  it is still volatile and prospecls for success are 
uncenain. 

Another argument for keeping the exemption is that the exirting access charge system is 
inappropriate. BellSouth maintains that it is better to keep the c m n t  access h e  exemption 
than to apply an access charge regime that was designed for circuit-switched voice telephony. 
Most telecommunications indusuy d y s t s  agrce that access charges arc too high. The FCC said 
i t  saw no reason to extend Ihe existing imperfect acass charge regime to an additional  IUS of 
usen, when it could have detrimental effects on the growlh of the information service industry 
and h e  existing SVUCIIUC.'~ 

Those who continue to be opposed to the access charge exemption for ISPs now and in the 
immediate future claim that Internet use is already causing congution, panicularly in the switch 
from which Ihc ISP is served. The All~ancc for Public Technology, in comments on the FCC 
access chjrcc NPRh4. said lSPs 
husinesscs. cwn though some claim *cy impose g m t ~  demand for ports, switches, lines and 
other network clcmcnu. Bell Atlantic suggested the exemption creates a financial disincentive lo 
switch 10 d m  networks when they arc available, encomging ISPs to pwchasc circuitkwitchcd 
services instead of packet-bascd. The g d  exemption of ISPs m y  also ignore diffemccs in 
lmfiic p t c m  among and e m  in In- UIQ. another commcn~cr suggtncd. Some of 
these pmvidcn m y  pon a lagn ixnmdutc buden on the network than others. 

R ~ A  Utilities smiccr (RUS) # r ~  
means mal ~clcphonc comprnies UT losing toll ruppan hey would ~thawisc receive because 
m a y  u l l s  made to mess UIC Intanct ue loll calk Bcautc the d 
ilcces to the loll rrwnues by virtue 0 t h  excmpcion, I d  raw M forced up IU plua must be 
pl into place to handle Ihe incmwd %d' tnffi~, and revenues must k garcrated to xcam 
the cost ofthis plant. (This issue is discussed further klow. in section IV. on universal service.) 

thus paying less for Unng the local network than other 

NARUC ~nma working ~ m u p  that the ISP exemption 

do not 

\\%ether or not lSPs arc awing  congmion MW on the public switched network, the access 
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charge exemption encourages growth of Internet use that can lead to overloading a network 
designed for voice communications. Asked whetha the exemption influences nehwrk 
deployment decisions all respondents to the working group s u r y c ~  who aaswcd the question 
said it does. AT&T said the exemption discourage CLECS and ILECs from developing new 
service ofkings that have to cornpcte with bclow-e~sf access services w d  by ISPs. The 
company said neither CLECs nor ILECs arc receiving accurate cconomic signals that would 
encourage them to upgrade networks or engineer existing ones more eficiently because they arc 
being denied the revenue streams to pay for the upgrades or Uansition activities. BellSouth and 
U S West made similar arguments. 

' 

T h e  access charge exemption has an influence on who will win and who will 10% in the 
marketplace for telecommunications services. Interestingly, many ISPS no ,longer argue for the 
exemption on nascent industry grounds. but on competitive grounds. They suggest that 
independent ISPs are now battling ISPs affiliated with otha cam'en so the independents need a 
price break to level thc playing field. Some ISPs also suggest that since they have no adequate 
widespread technological alternative to ILEC nrnvorks, to continue the exemption will force 
ILECs to upgrade. Until that happens. they claim the exemption is a monetary recognition of the 
PSN's shoacomings for data msmiu ion .  ISPs and Ofhers also allege thal the revenue h m  the 
second line which computer u ~ n  lend to order has not k e n  considered 8s an offset to any 
additional PSN costs. They M e r  pint out that many ISPs arc phone companies themselves 
and argue that those ISPs would not k pmviding lntcmet service if it imposed unrecoverable 
costs. 

Other tclccornmunic;rtions companies see rhe exemption as giving unfair competitive advantage 
to ISPs. ATdrT commented that the lXCs are paying "artificially high non-economic subsidy 
laden charges" and ISPs M paying k l o w  costs. ATBT maintained that IXCs m a t  a 
competitive diadvmtagc since ISP service (voi& over net, faxes) m cross clastic Bell 
Allnntic and U S West advanced similar poumcnrr h m  the ppcct ive  of the ILECs. 'Bell 
A h t i c  suggested hat illXCs moved voice ua@c onto h e  lntcmct. and the exemption 
continued. LEC CON would incrtar without UI rdquate cos! rrcovery mtchanirm. Resdlers 
; y d  ha: prefmnlial mamatt of ESPs ova othertclecommunigtions ruvice pvidm gives 
'ummm~~ted comp*itivc dnntrge." TIM Tekcommuniatious Rcsellcr~ Asrodation said ISPs 
should k brought under che access charge qimc 

Any discussion of the approprim pricing far d l c f e s ~  io the Intanet must include 
jutisdiction. While it is the Ininnec wohia &OW'S strong hope clw my pricing options 
dvanced herein would k applied on bolh rhc intemtc Md inlrarbte level, should that not be 
the case. the Internet Working Group would om= its analysis a d  conclusions for consideration 
by the states. 



. .  

fhc FCC's finding that ISP mfic is exempt from interstate access Charges is &t readily 
intcrprctcd as a decision regarding the jurisdictional nature of thc t rafk It does not maLC it any 
less an interexchange, and ultimately an interstate and intanatiod, co~c*ion. BellSouth 
commented that the exemption should not and does not change the undertying jhd ic t ion  of the 
mf ic .  The FCC decision leaves state regulators with juridiction for local rate and poliy 
applications. It is reasonable for them to interpret this MIG as local by default. Yet the reason 
the FCC can apply iu  exemption to intnstate accco~ in the fM p l W  k h t  at least some of the 
traffic traycrses state and national boundaria. In g e n d  only the local phow did-up number 
makes it appear I d .  This was me with call traffic into many m l y  toll d e  mttrpris~. If the 
incoming ISP traffic is on a toll call or 800 numbs; intra- or intenrate access charges are being 
applied today. 

I f  ISP mfic is interstate. as the FCC's assation ofjurisdiction to apply the ESP exemption 
indicates. then this issue is ripe for reevaluation under jurisdictional ~~paralionrr. Comprehensive 
jurisdictional separations refom is currently under investigation and lusigd for resolution to 
the Federal-Smtc Joint Board on Sepmtions." The NPRM does not rrfrrspccifically to ISP 
trafic. but to data mfiic generically, in its request for mmments an these issues. 

If the traffic is interstate. a workable solution wsf suggested by several parties to apply to ISP 
~r;lmc only the tdc-sensitive portion ofaccess charges Hiitho~ any common lime component. 
This is the intended ultimate goal of the access reform ordered by the FCC for Tier A LEW 
interstate access charges':, and a solution mommended by several panics in the FCC's NO1 on 
the Internet." 

If ISP traffic can. due 10 the exemption. k interpreted as jurisdictionally local, states do have 
options for solving the problems associated with this rapidly growing segment of local traffic 
fhc solutions then would have to k with re& to local smice pricing. If the jurisdiction of the 
Ujfic is split. identification of h e  loul ealiic that is lntcmct directed would be &. This 
could ncccssiwte the imposition ofconridenbk cgisrmtion and reponing rrquirements. 

changes in pattern of use, a l l  d d o n  and nmk of d k  m y  makc the achhg @onr 
(PJn 36 m*hodologier) p l # a r  imppmpriafe due IO d t h g  luge u?cyntlonr shifts for some 
companies. Under P a  36 mrny padom of the ncw~~rk arc dloatcd based on jurisdictid 
minutes-of-we (MOUs) w urightcd jlnidictionrl MOUs. An innrW in usage c a d  by the 
Internet calls could vastly hcrcasc the a l l d o n  of con to the invsstrtc jurisdiction due to ths 
ESP exemption. Thii is because the acemption C.UWI LECr to treat the CON of saving ESPs 
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(which include ISPs) as a cost of serving local end users. 

In general, L E G  claim the haternet c a w s  their revenue =@=men1 10 increase because they 
may need to install more inter-of€icc and switching facilhies to handle the vast inmase in mfic 
caused by the Internet, while a lower pucencagc of the t O I d  cost is diocated 10 the intatate 
jurisdiction due to the ESP exemption, Compounding this pmblcm is that the Internet may cause 
the need for network upgades all thc way to the end USCK ps essential Service q u i m c n t s  
under universal service programs expand to mcet baric end user demmdp. Thk s q k t i o n s  
problem caws the company's inbaEtrrle jurisdiaional allocations to increase, which may result 
in requests by some companies for intrastate rate increase# claimed to cover costs primarily 
incurred for a jurisdictionally mixed or interstate service. 

Ai his time the Working Group agrees that Inkmet -IC k indircrmible. However, !he 
Working Group believes that this is b c c a ~ ~ e  no one is attempting to record the traffic. Much as 
800 mflic  vas originally viewed as indiscernible and later able to be tmckcd, so too could be the 
case with'lnlcmct traffic 

0p:ion.s for Pricing Internet Access 

MDSI interested parties a g m  that government should not establish a social goal with respect to 
which technology or network is used to deliver Internet services. Howwe?, m y  pMies fail to 
acknowledgc that govunment a l d y  has influenced the gmwth of !he Internet by extending the 
ESP acmpiion io ISPs. While in the past Internet tnfcic was not Ofsuch a magnhde or 
sophistication to affect the PSN, its continuing gmwlh leads one to question whether the time has 
come to reconsider how Intern* tncIic is ppiecd. Should govrmmen! continue the prcfmntial 
mcs for ISPs. apply traditional access charges to than, or design a new pricing mechanism? As 
w discuss the \W'OUS d.vnnmia associated with pricing PSN access (0 the lnternct, wc put 
keep si&! of the ovcrpll hvldpmcnd network JwBe - whetha thc mu11 is a data-fkicndly PSN 
or a dual PSN composed of om network (mute) for voice and one for data 

In regad IO the s u d d  argument of whether ISPs should pay traditional -charges, some 
Pyrier concede h if the Univntal Savicc Fund is designed to ncbwrdl nccded lodl 
re~wrucs. Iyp id  inlmtrtc aceus r u ~  could dedk shrply and thcn ~wuld'Pa)r the new 
=cu ma. By doing Ihir. the rites wwld be close to c o s r a d  ttiatwouldwnd the camct 
d e t  sign& to ISPs u 10 wh&w or not &cy h u I d  o w n  mother method of access which 
N d d  give them thc data capabilities that thdr WQJ nced ordain. 

Howvcr. cumnt YXCII charges ue bued on voice ccchnology. Given the Browiag data usage 
ofthe network. the Working Omup is con- &a~ Ihe traditional ~ I C  stntcturr for access 
c h v g a  may not reflect fuiurc nawork usrfi lhcnfm we have explored ra(e Jtructurcs which 
may be more suited to data UtlIic. We recognitc h t  chis leap in me stnraurrs h m  the c m n t  
regime may produce a 'gap' ktwecn rate sm~etulc md actual network deployment of 
technology, but we believe. a1 this junctw, chrt rgulaton m a  begin IO prepare for the 



fundamental change the network will undergo. Most commcnters did not offer my pricing 
options for Internet wage. Basically there were two viewpoints: continuation of the ISP 
exemption and an access ratc that is lower than cumnt access rata. 

All the cornenters to the working group w e y  a p e d  that end usas should not be rcquind to 

suggested. they should be paid by the ISP dkcaly. HOW=, all &= also -mind that my 
increased costs to the ISPs will be passed dong to end uself. 

Alternatives to a voice-based pricing scheme wctr not advanced, although scvuaf ISP 
cornmcnterS expressed concern about usage-sensitive pricing. SOW sort of flat rate. cost based, 
block rate pricing might alleviate some ISPs' concerns over their cost volatility. Moreover. 
many lSPs want the ability to purchase UNES. without being designated a d e r .  

One suggestion offered by the Working Group was that wirelcss interconnection rate be used as 
a surrogate for ISPs' access to h e  PSN. Only one party commented on this suggestion It 
argued chit  wireless interconnection rates should not be assessed on ISP providers because while 
an Internet call is rouehlv 20 minutes in duration, a wireless call i t  2 %minutes for cellular and 5 
seconds for paging. Therefore, wireless service is not analogous to Internet d c e  and the rate 
should not be tmfmcd. In &on, whereas a wireless customer may view a SO20 call to k 
affordable ( b m d  on a rate of 50.08 a minute for a 2.S-minute call) an ISP WI would not view a 
f 1.60 call to be reasonable (W on 50.08 a minute for 20 minutes). 

The Working Group dso explored the possible development of a special ategoy of end user (if 
the exemption continues) whereby outgoing call volumes above a a d  lm1 would require the 
end user to be migrated onto a service which is priced and cnghcerrd to recover and account for 
the high call volume. Howcwr. the Working Gmup is mindful that the application of some r ~ n  
of per minute loa1 m d  m i c e  (LMS), in many states and localities. is eithustatitori~y 
forbiddm or politiully obruu*ed. A b ,  if pricing rchems were applied to Internet traffic 
only. it could be clwllm~cd 01 disuimimtory and subject to litigatioa Another solution could 
be 10 b g e  all wfiomen in rnarkfu wihut  LMS for dl incoming Id cplls above a certain 
I ~ r r l .  This could cliimtc &e need to scpamtdy i- chc traffic as Internet d i i .  Ifr 
hioh enough XI amount of incoming tnfiic were tm u c h  month, ISPs would likely be the 
primary mipiuus of &is chgr 

Another id- put forth by the Worlclng orwp M thc we of thc signalii System 7 (SS7) 
network d roles to pmxess foremet calk All carrier commcntczs rcjectcd the idea o f  wing the 
SS7 nelwwk. They uguc that h e  SS7 naw& i s  designed and maintained as8 signaling 
nctwrk and could not handle Internet mmc. even though it is simiiar to packet tCdm010gy. 
Also. m a y  commenten M concerned that the implcrncnution of Id number portability 
(LNP) will consume the span capacity of the ss7 network. &nscqucntly. thuc is little spare 
bandwidth on the SS7 network for other mffi. No commcnter addressed the question of 

.pay for the ISPs' w of the PSN. If any ioercaKd chug= arc to bc Ppid. rhc commentem 
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whether the SS7 network could be expanded to fulfill !his 

. Most cornenters to the survey argue that the= should be only one ~CCCSS chage stnxture since 
the network is performing the same function regardla of whether voice (analog) or data 
(packet) is being transmitted. Howver, if access charges a ~ c  not brought down to cos md 
govenvnent feels the need to keep the cost of acw~ to the Internet low, care should be taken to 
at least price the serviccs a d o r  faciliticl close to cost. Tkis prkingpolicy would have the effect 
of incenting the providers of thc PSN to deploy amre data-6kdy o~twork'and of encouraging 
the use of more data-friendly facilities on the paa of end users a d  ISPa 

Rcciptocol Compensation 

In addition IO general concems about the appropriate pricing for access to the Internet, regulators 
have recently been faced with the question of whac compensation should k p4d between carrim 
for h e  exchange of this tramc. It should first k noted that although the battle mt pricing 
access to Ihe Initmet has spilled over into reciprocal compensation, the g a d  pricing and 
costing dynamics mentioned uriia in this papa have Rot changd What we new address is the 
question ofcori rccoverylnvcnue generation whcn some ILECs bypass the end user and ISPs 
and instead focus on intermediate Unicrs as their revenue sou~cc. This sec!ioa will discus cht 
various options for resolving the rccipmcd compensation qwstioa sfiould a state commission 
assert i ts jurisdiction in w l v i n g  a dispute on this issue. BS a n u m k  of commissions already 
ha\%. 



are long distance calls. By reaching this conclusion the commission could shply  acknowledge 
that there is a massive mount of traffic which does not originate and tuminatc within an ILEC's 
local calling mea. Given that neither the TelccommuniCations Act nor the FCC has eliminated 
the distinction between local and non-local, Ibis could be a ~01Uti0n. HOW-, one would f ist  
need to examine whether all of the calls, or at I& a majority of them, can k traced to their 
termination pointi. After this mwsircment is done, one could CmDlOY the w of PIUs 
(perrentagc of interexchange use) to ~ C S S  h g e s .  i i ie  difficulty suo~iated  with.^ hution 
is that regulators would have to undertake a task that they have not typically done. They would 
have to look behind an end &s private network to determine where traniC is ultimately 
terminating. Furrhennore. regulators may find that such a determination is used to suppon an 
ILECs claim that all end USCK should be paying access charges since the existence of the 
intermediate carrier does not change the nature of the end user's call to thcISP. If a state 
believes that the service provided by lSPs is a csrricr-type (and non-locsl) service, and thc FCC 
agrees. then a state commission may find this solution a desirable m m  to c o a c t  a perteived 
incongmiry in the treatment of ISPs vis-bvis IXCs. S r l ,  

$' fa Another option is not to look behind an end user's private network. rcaardlus of whether it is - -  
open or closed to the general public, and continue io f r a t  such m f i c  as kd. including the non- 
application of access charges. While h e  Telecommunications Act did continue the dinction 
bctwecn local md  non-local service, one can awlt that chis distinction l i a  primarily in the 
nature of t n f i c  which unictr uc pmccssing. 1 nmforc, if vaffrc pIocused wthln only one 
network would k consided local, then h e  same traffic processed within two networks 
covering the same low1 calling ana should still be considcrcd local. Furthermore, ifa m e  
determines that the flat raw wage packages which M c u m t l y  being s u h i  to by iu end 
users arc cost compensatory of dl the minutes the end wn are generating. this option is further 
supported. It may be inappropriate from a public interest viewpoint to as~ss access charges to a 
priw*atc network for traltic which iertnhws to it, especially when it has becn &terminid that end 
uscn YC fully compcnuting Ihe LEC for arfiic which they are genecating. If a state wuc to 
allow access charger to be assased m this situation, it may wish to dcvclop .n understanding 
uith the ILEC concaning rhc adequacy of the ILECs network in processing dru truUmirtions 
and funher steps which m y  and to k taken to dewlop that network 
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v. chis oution woulda}& 

ll:sf *' @ A third avenue lo rcmlvc this dispute is tht &err k no compensation exchanged khHLD 
carriers for trsfic to an ISP. The ugummt for thir option ij that so long is no crm'a k 
receiving compensation for 4 1 s  to lSPs ocfi will have the m e  pcrspe&vc on ISPI For 
exmplc. right now m y  ILECs hvc a yciy h g c  majority of their rcsidenfhl customers 
subscribed to low Ilrt nte w g e  m'ce.  k such, it t diflicult to obtain idditional 
revenues from their cutomen for the l q e  -MU of traffic they genente once they suut 
subscribing Io the Internet. So. as alluded to carlie in this paper. the &ECs arguably M not 
k i n g  compensated for the usage of their nenvorlcs. With the existence ofan intennediate Carrier, 
not only are the ILECs perhaps not compenuted. but hey  must pay carriers for termination on 
thc other camm' networks. By not allowing compensation to flow between the carriers. neither 

, 
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carrier would be compensated for lh is haffic. This is how both c&m would come to view ISPr 
in a similar manner. n e  revenue which they could gmerate from the ISPS would be the charges 
they directly assess to h e  ISP. The only complacity in this mat would be &os? 1LEC.s and 
their associated end users who subxni  to Id minutrr-0f-w ScrvicC. In this scenario the 
ILEC is being compensated by the end user for the ust of its netwok so the dynamic of the non- 
ncovuy of costs through flat rate end user charge docs not exin fhc difficulty of 
distinguishing between Internet minutes that ae subject to flat xalu Md 60% subject to minutcS- 
oEuse charges may render this solution urtwhblc.  h- 
scenario may be that. 
imbalances become 
would be very difficult to assess currently becaus e i f a U  -C is marketing mostly to ISPs, they 
will intentionally have few other customers. Thenfore, assessing whether they can k financially 
sustainable in the long run may not be readily achievable today. 

. 

fhe fourth avenue opcn to regulators is more complex. This solution requires that ISPs k 
assessed a "tennination surcharge" when calk to it a t u h  a certain Iml. In this manner, non-ISP 
end usen do not have to have MY of their rates adjusted. It would be the ISP who would pay for 
the VafIic terminating to it. The complexity in &is solution is when tho end wt ieu'des on a 
canids network different from the canicr network on which UIC ISP is located Xis is because, 
technically speaking. the carrier which is owed money fmm tbe ISP is the end W s  d e r .  In 
this situation it  may k that the lSYs carrier becomes h e  collation agent for thc originating 
d e r .  ln this scenario. the lerminating d e r  could still bc paid the tCmriMting charges owed 
to it. The result could k a sort of netting. 

IV. Relationship of Internet Access and Universal Service 

Universal service is a complex issue with seeming myriad of ongoing controversies. n e  issue 

levels. In ierms directly r e l m  (0 the tOkcru& the b e  is the degree towhid, advanced 
~elecommunicaiiom infrsmuaun sbould k ubiquitously available and which KNi- should be 
included as univmal KNice offerings? 

Many busin- and inninaim haw t u r d  to virtual pn'vuc networks 10 meet their computer 
and telecommunicuionr nerdr 7hk had h fonacd IIIC technologiul miaMI i i  o f  virwl 
channels within the PSN providing bandwidth orcrpuity d o n  at flrtnter HicneaeMpaea 
PSN ofkings are hsed on an .cccss line charge WIUI usage priced on a pcr-unit bash Further, 
video tmnmissionr ut handed by thc PSN m bm Because of 1&K djaamiu, qucStions d e  
rcgarding the approprirtemrr of difIirrntfuing b a n d  vi& tausmsu ' 'onsonthePSNd 
whot typc of rates lo charge for potentially btasty urd voluminous transmissions, p r t k d a ~ l y  in 
relation to the pricing ot voice MIC. Cwrrnrly, bccuw one can obtain bandwidth at a flat zate 
Md b e c a w  videodedicated channels appar moIc reliable. they M more amactive than typical 
switched or derived video chuurcls on the PSN. & a d t  carriers have M incentive to invat 
in adjunct networks that cawy high spml high volume data and video transmissions but do not 

involves seiiing and achieving objectives for telecommunications inhsm&m and subscription 
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have the incentive to invest in advanced infrastructun placed in the PSN itself. ?his has the 
undesirable effect of dmying or delaying the general offehg on the PSN, to midentid and 
small business customas, of a reasonably priced high speed form of access to the Internet. 

U N v e A  service planning should address the means to Support the concomitantly 
investments for dcsignatcd advanced telecommunieations S m k e s  for which customer demand 
will not garner sufficient revenue to support faciliv placement. Such concern would CncompaSJ 
the need to subsidize. in some arcas, infrasaucture nccessafy to provide advanced seMces or to 
facilitate Internet access Even the current USF rules m y  inadvertently be slowing the mll out 
of  advanced telecommunications to the general public. This is because, in some cases, the 
diversion of educational, heal& care and library institutions' wgc,  and attendant revenues, from 
the PSN to privite nvo-way video and data networks  ha^ and Will continUi to exacerbate the need 
for support funding to keep the rates for advanced telecommunications services low enough to be 
considered affordable. This problem is particularly acute in rural and low income areas. 

In addition, there arc overlapping and conflicting aSpccU 10 the drive for a ubiquitous national 
roll out of advanccd telecommunications Xrvices and the need to define, and mpinrain at 
affordable ntes. 'bmic' or 'essential' telecommunications services. In rhis debate, regulators 
must k cueful not to over-plan Ihe deployment of advanced services. Where regulators believe 
companies are making significant infnsvucturc inroads, or art trending to this, caution should be 
employed so that one does not fund infiannrcrure investmenu that would haw o c c d  anyway. 
Many N ~ I  and low-income markers o h  experience a lag in such investment. The question 
becomes. When is such a log intolerably long? 

Of course univcrd service is only one of many public policy goals for telecommunications 
industries. sonic of which conflict in red wodd applications. Additional goals include: (I) 
dc\*elopment of compeiitivc m&u. (2) plrccmcnt of telecommunications inibstwcntrr in all 
mulieu. (3) cncoungemcnt of technological innovation, (4) usc ofdcngulatioa, lesser 
rcguhtion andlor non-rcpI~ion, and (5) .ITohble access for essential public iastitutionr 

hImy of l h c x  often conflicting goals arc dmlly incorporated into Section 706 of the 
Tclerommunicntions Act, 'Advanced Telccommrmiutians Incentives.' Coagrcs allowed a 
period of time to sct whclher or not rhe compctitiw muka CM provide h e  needed facilities to 
dl Americans in 8 t i d y  ud reasonable fuhiba If d e r  thrrc yurs unda the Act the FCc 
finds b t  the nwkc~ mechanismshave failed it t unhonrtd * to rcmovc barriers to invertmcnt 
and pmmoie No funding d i a  ue authorized in lhis d o n .  

. 
I' on ~ r n u u y  ~ 1 9 9 8 .  M I  ~ttrniic fiird a petiiim wldr  he FCC rrpuenin; UIU h e  dengutuoy rtep wd~harired 
under krrron 706 or chc Ac( k utm a chir ibnc duc (0 h e  slow dcploymcnr of h e  advanced network f a m e s  like 
hiph-sprd bradband apace o w  pvka rwicdwd mi petition &ICIII~O 10 sldntcp UIc review procedure 
contemplaled in the IJW and fomhoncna Ihe pMd avbionrd by Congress for h e  pmvisionr that foslcr loul 
cornpoiion IO uLc e k c .  M a y  REOCS ~ n n  IO bc koirhg fa wvrl mum Uuough whkh IO provide in-region 
semcea before they weiVC FCC rppmnlr undcr S c c t h  271 of the 1996 A Q  

t: 



In Section 2 5 4 0 ,  on che other hand, the provision of advanced telecommMicahons services is 
allowed to be subsidized, and that subsidy is lknitcd to specified s c b k  Iibraries and health 

institutions. O k  ratepayers may not d m t l y  benefit in their homes and businesses horn 
this subsidy for higher capacity services to these institutions. rhcn C m d y  k no provision for 
direct subsidy for the general public of the higher capacity services when provided to their homes 
and small businesses. In fact there arc price di+nmtives built into ac- thc rntunet at low 
speeds ntch an inaca~ Li  the subscriber line charge for subscription to a second line for 
modcm connections. While this higher subsuikr line charge lp b d  on cost and iS a means to 
limit the sizc of Ihe suppoa funding for basic lies. it is nonetheless IUI m p l e  of how the 
Universal service goals for basic and advanced Services can operate in conflict 

Network traffic directed to use ISP services k currently exempt fiom application of interstate 
access charges regardless of its jurisdictional pa- Practically, rhis poky mdts in the 
assignment of most ISP mfiic to local usage. thereby shifting the relative usage and 
jurisdictional costs of this tnriic to the states. A more meaningful jurisdictional assignment of 
Internet m f i c  should nflea the realities of the shared network facility. Lacking that, thee 
appcars to be an implicit subsidy from inuastatc seMce for some ISP traffic when one compares 
it IO m m e n t  of similsr IXC tnmc. If the FCC continues IO exempt ISP traffic fhm explicit 
interstate access charges, it must develop an explicit intemate subsidy mechanism, ZLS required 
under the 1996 ACL to replace the c m t  implicit subsidy based on 8 jurisdictional shiA of the 
traffic to local. 

Consideration of universal service objaivcs and access charge reform objdvca must go hand- 
in-hand if ngulaton M IO pment the opportunity for arbhge  inherent inche wll~cnl melange 
of historical pricing policy and forwad-looking m&ct objective. What wc find today in thc 
Internet and iu accc~s protidm i s  a hybrid o f d c c s  and technologies that busente appliution 
of cnditiorwl regulatory paradigms. ?hc Inmet and ilj interplay with 104 teIccommunicatio~ 
networks displays d e r ,  mhanced Service provider, and broadcast media attributes. ~ ' c n f o n .  
the ategorindon of ISPs u a  d i i  class of customers from tndit iod Ixcs may be a 
n M v r y  interim step IO achieving a comprrruion d e 1  thrt is acaptabIe today for rppiiition 

local netsark for origination mrd tcmrinrrian of teIecommunic&ns tranmss ions, 

Under the 1996 Act, subsidy for dvad r~lecomm~c;rtionS and trtomtrtlon service 
capabilities is ollowed ody what they uc b&g deployed Q thc nehumkt of tekcommunidom 

amomcrs. Such a suMption I d  wwld mrlcc c h e ~  ravlca cligiilc for considedon for 
inclusion in he definition of Icrvica by 6 6  fcdarl US. The d c m d  of the 
institutions eligible fm rvpporc mdcr Senion 254(h) for & advanced tcIscommtmiCcations 
Services over Lhc PSN is king diwned to piivatc CoMeetionr rhrt haw been made more 
affordable by the sub&diu under lhrt Kction Thit lervts a d e r  total demand on the PSN 
over which IO spread the cosu of such d c a .  fhis 
reduce Itsidenlid demand for the PSN-bad services. Thenfore, to the extent that demand for 

to h c m m  access ova tht PSN - Md ponibly. soon thudlcf, to all intncoMeetr witfi the 

unimmdthewrviccs.rrbcinpntbrcnkdu,by.Iubsundtlmrjorityofrrrideathl 

in hi* priw whi& M e r  
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advanced telecommunications services i s  diverted away from the PSN by private connections, 
the inclusion of advanced services in the dcfdtion of universal service will be delayed. In some 
& and low-income or high cost mas this may delay the delivery of access to information 
technologies and services. 

Lastly. states m authorited under ScetionZS4(f) to develop additional definitions and standards 
to advance univenal service within a mtc as long u they M funded SO as not to rely on the 
fcderal USF mechanisms. Advancement of Internet accessibility through higher speed 
connections to homes would require greater bandwidth than is supported under cumnt FCC USF 
rules. This appears to leave states to fund any general advancement in data speed connectivity on 
the PSN from in-state sources. This burden is exacerbated becaw states have to bear the cost of 
infrastructure necessary to process Internet traffic which in t ~ m  has becn encouraged by the 
implicit subsidy inherent in the ISP exemption. 

Shoufd [SPs Contribute to ilrc Universal Service Fund? 

There is a continuing controvemy oyer using universal service h d i n g  to make advanced 
services foiintemet access and infomation seMces ubiquitously available at akordable prices. 
That controversy also spills over inm the iuue of whether ISPs can and should cantribute as 
'telccommunicrtions c a n i c ~ '  to federal universal service programs. USF funding therefore tics 
back to the ongoing policy debate regding the intent of the Act and the effect of the FCC's 
exemption of the lSPs from access charges. effectively declaring them end users rather than 
telecommunications canien. Definitions M evolving regarding uhat is an end user, a service, a 
facility. and r carrier. R c g y d l a s .  lSPs benefit from the subsidies for sdvanccd services to thc 
institutions dcsignatcd in the Act when hose subsidies make it possible'for those institutions to 
use their scniccr In addition there i s  I blurring of the definitions of data, voice, and video when 
i t  comes to telecommunications applications. Thk Inmet is capable of w i n g  voice 
tmnsmissions and entrepreneurs ate anemping to fully tap that capability and that market. As 
bcneficivies of subsidies to innitutionr d n g  h e  Inmet. and due to their public offering 
chuactcristiecs. it can k argued chc Ish should lrhrrc inthe cost of subsiding savices that . 

The Telccornmunications ACI stab in h i m  U y d )  that crwy intestate ielccommunications 
rYner shall contribute lo the fwd wilh equity md nondiscrimination. The FCC's previous 
exemption of hernet savia pmvidm fiom rhc Wetomunications Urricr' designation for 
public policy reasons mde sense ai that ti* kd m y  p w  inconsistent with the appIication of 
the &IS principles of explicit rather thpn implicit subidintion for u n i d  service. 
Redefinition of lSPs as a dirtin* class of uniar md application of some form of economically 
based access charges and usotment for USF pppoxr could end thii historical subsidy to ISPs 
and make them contributors to the explicit subsidiu thai pmmote use of their services. tf the 
legal distinction betmen carrim cannot kmrde for purposes of applying a=US charges, 
mother altemtivc may be to go ahead and uscu ISPs d provide universal service funds 
directly to the ISPs to olliet the c l k g n .  

. 

. 

deployed to access h e  ISPs' &as, 



V. Conclusions 

At its inception and for many years thmaftcr, h e  PSN canid only voice communications. 
Gmwh in data transmission in recent yws has d t e d  in a network that is heavily used for 
different types of communications, llc current technology used for flwmus ion of voice docs 
not appear to be optimal for data 11 is imperative that all participants in the telecopnunications 
market, including regulators, have a clear undctstandiing of how the PSN interrelates to the data 
network and how voice and data telephony we convaging. 

From a technical point of view, it is important that the PSN s ~ M  migrating to a network which is 
data friendly. While it is understood that the PSN Of today needs to undergo some tundamenral 
changes to achieve this goal, WE should also undustand that all of the necusazy changes do not 
have to occur on what is typically termed "the PSN." For instance. dam tratfic could be diverted 
onto a separate, data-friendly network for delivey to the Internet backbone by adding switch 
adjuncrt into the network. Tcdmology such as XDSL could also k ~ p l o y c d  in thc loop to 
provide the premises connections which would pc&t high eansmisoion speeds, thus keeping the 
last mile h m  being the choke point in data d i o n .  Many tcchnologiu cduld and kl1 be 
uxd to provide quality data, transmission capabilities in the future. 

To make the Itansition IO the data-friendly network will involve capital outlays. It k MI enough 
h t  the lntcrnet be able to pas &a The loops and m*~chcs of the PSN must also be capable 
of doing so. Given b t  thm is little compensation loday for the increased traffic already 
tmwsing the network, due at Ian in pan to the ISP acccs~ charge exemption, d e r s  may not 
be willing IO make the invatmenu ncedcd IO upgrade the network wichaiu a reasonable 
expectation of capital recovery. Beuusc h e  FCC hu detcnnined that this inveztmeat for 
network upgndcs will no1 k ~ o v e r c d  &rough ecccsz charge paid by the KPs. it is i n p u n t  
I ~ J I  w devise some meam IO fund Marfondon of the PSN horn primarily a voice network 
into one which can process my rypc of traffic &ired, whetha it be v o k  data, or video. 
This funding could come from OK ad UM wbo alt the ISPS, the ISh thca~~lvcs, or the 
univmal service fund. Of come we mud dwqs be urefu( not to fund technologied and 
pricing de\rloprnarts wiich will occur mndly. Homva. wc mud weigh this concan against 
u5aher the pacc of  technology dcvtlopmcai & vaptable when a large segmcnt of soday may 
no1 k provided 1imc1y a a a s  to d d  ~lecommunications technologies. 



assessment for universal service funding for PSN facilities. These conWversies may be resolved 
equitably, vis-i-vis all telecommunications &en and end users, if they arc addressed 
systemically with recognition for their interplay. By seeing these controversies in focus in this 
paper. regulators and public policy makers may be able to avoid the perpetuation of some of the 
seemingly endless applications to the evolving PSN of inadequate and piecemeal fues to often 
outmoded pricing and policy models. Such nfresbed vision may engender innovative options 
and perspectives that othmvise might not be considered. 

In summary, the telecommunications network it undergoing a transfomatioa It is imperative 
that the public continue to perceive the network as seamless. While it may be that several 
networks will be used to deliver the telecommunications services of tomorrow, all of them will 
have to interact to connect all users. Viewing the networks separately, without taking into 
account how they relate to each other in a unified communications system, would jeopardize the 
potential they hold to provide benefits for all consumers and to society as a whole. 
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Impacts of Internet Trafflc on LEC Networks and Switchlng Systems 

Amir Atai, Ph.D., James Gordon, PbD. 
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a ~ e p a P t ~ a r l l o s s e e n e x p l o r i v e g ~ h I n I n u r -  
net wqytc. Currently, the m n  common woy cd accesslno f ie  
internet ir via du swit&ing syna~s and Ihr &ern&? trunk 
facilities of the Public h i t ched  TekphmW N e w *  (PSTNk 
nte PSTN was designed to w?rj voke Calk that haw an aver- 
age cdl how t h e  of about 3 minutea. The nomlnal J minute 
call wvmptlon pewadea all arpecu o f t e h  equipem &s@n 
such as switch engineerfna IlncconCenldOtI mtlos, and trunk 
gmvp slus. However. lrurrnc; caUs violale th& Puidameml 
assumplion and have a mean how lime of the order of20 
minutes with some calk lartlng for many hours. 

This long holdin# time tr&ii severely taxa the PSTN. It 
requires addithal quipmenI10 be provkiomd, wWOU com- 
penwing revenues, andporcnrlally qdecu rervke performance 
for all weis. Internet tn@lc. which Ir packet data In nature. can 
in prlndple be carried much more eflciemly on data newrh.  
However, $ h e  the PSTN currently represents f i e  only near- 
univenal access method any long term solution necessarily 
involves a staged migmtion fmm the present mode of operation 
t o w a r d r s o n c p a c ~ c n s o l ~ i ~  

Thls paper reviews the impacts of Internet t r a c  on the 
PXW. It summarizes the impact of inurnel t m c  on tmnsmls- 
sion a n d ~ ~ h i n ~  quipment, Zhe needfoicomprehrnrive red- 
s l o ~  to ulsting engineering andplannlng algorkhnu. and the 
impllcallonr ofthese Issues for operallodpraclices and oper- 
ations suppon systems. It also provides analysir of the cost of 
supponlng lntenet tmnc on the PSM. Finally. it describes a 
number ofpossible salutionc. In each fete the current barriers 
to implementing the solution are discussed 

I. INTRODUCTION 

Tnc past year has seen explosive growth in internet mlatcd 
lelcphonc traffic - rpecincally. calls from rcrldcntlal and busl- 
ow subxrlbcrs acroa UIO public switched lelephoae network 
( P W  to internet ~ I m p r o v i d c r J  (ISPI).' Although h M 
aiccrnacivc methods of acccming the infcmct (to be d i d  
later in this p-). the only near-unlvarrl access curretidy 
avallablc to the public Is via modem 4 s  acrou tbc PSTN. 
After d l n g  an ISP. such calls m conwrkd back lnur dat8 
fmnat so that they can be. plpai dinaly Into D local inruoot 
gatway, or traormltled a c w  a packet network to 8 remom 
gateway. "b1a network rrcbl(ccture I: lllucmtcd la pigum 1. 

1. F a U m  ptrpau dhu dimwiol Inmnaod* m y  be 1.L.n 00 
indude InWmE. work u honr OVAHI. ulr0aUnutl.g nod on-liao 
suvicuullg rll dwbicb.epulo brrcrimlllr cbrancrlni 

8 1996 Copyright Bell Communications Research, Inc. 



11/8/96 

works, while providing vpyllltk C M n P t ~ t i W  ~ V a m .  Wbk 
iu va~ums porn an immed~atc threat to WW of the 
PSlN, at a mort fundamental lCA its q d u t i V d Y  Pew char- 
pcteristics w cballenglap the engincaiag.~forWstilap. Plm- 
ning and opcrationll procodUnr tshblhhed bY 
o m  the past 80 ycan. 

Atpmcnt. anumbcr of LtjCr M Mdyrinp hinwaw 
nomenon. and d ~ h t i n g  cbc besl puh the P m  
cumntiy np racnu  OIO nnb n u r - u n l v e d  lcw~d method, 
long term cotution nemur i ly  involva a Staged migration from 
the pnrcnt mDde d openston toward# tome p.eka network 
rnhtion. ?he placipd requhrocntr of ulo migration tvUe# 
W that it be cost cllective (13, provide the d&ed ~ a b i l i l i c l  
for reasonable investment). and that it be sufficiently flcxlbie IO 

evolve towads future tccbnologiu (e.& A m .  Confudng the 
isrue ma hog of unccltrintlcs uMclrmd wld~ tariffing, dm 
to market of new technologies. demand forSeasU. ctc. Notwith- 
standing the complexity ofthe problem. solutions need tobe put 
in placu quickly in order to protect the integrity of Ule PSIN. 

'Ibc objcct of this papu is to mvicw in more detdl the varl- 
ow IUIpPck orintanel Wtic on UIC PSTN. and provide a hlgh 
kvcl summary ot  possible solutions. In pullcular. based on 

tic on mndssioa and switching equipment. the nccd for com- 
prJIcnrivc revisions to existing eaglaccrlng algorithm, and the 
impiicatloru of thac issuc: for opcratlonal p c l k c :  and oper- 
ations support rystemr (OSSs). Ibc paper also provldes a ~ I y  
sir of the cost of supponlng internet bPMe on the PSRI. 
Finally. it describer posslble rolutions, including more cficlcnt 
use of existing PSTN equipment. as wcll as solutions bascd on 
packet nctworka (ISDN, Ramc Relay. AIM). In each case the 
current h i m  IO implunentbg Ihc solution am sumdzcd. 

IL GROWTH W INITiRNET AND RELATED TRAFFIC 

A i  noted above, growth in internet trpmc i: llcd to a number 
of f.aM including: PC pcncWion @erccac of US. house- 
hdds with PCI). modem penetration (percent of PCI with 
modem). growth in cogornte telecommuting and WAH 
CirbplOyment (thcse USUI tend lo be high volume urn).  and a 
range of less easily qunnriflable factor8 such as time to marks 
of new technolopies bg., AD=) .ad cnslomv(' arilUnpna~ to 
pay for 'hot' new npplidonr. Bual on Bellcore'r mukec 
nnalpI& Figure 2 shows coocorvlllve demand pmjeninna tor 
internet - out (0 Ihe year 2001. l l e  dcmnd Is broken 
down inm two c8tcgoriea: dlrlup yocu vla tbe PSlN wing 
POTS and lSDN lima 0- pM of Flguro 2). and dlcmuiw 
'dedicalcd' lcfm mehoda ruch aa ADSL, whwl & ~ ~ ~ v e l y  
bmss the PSTN (WPW p u t  of Pigum 2). Note rhar me y ~ d r  
in Figure 2 hu no units. Figure 2 UIUMLOS mticlplucd avcryc 
relative growth in U.S. in tcmt  Mmc om cbc nmt S ywc. 
Mote detailed assumptions and informarlon M roqulred in 
O r d V  to bs precise about growth in pnniculu LEC markas. 

MaiySiSDf h l M C & ~ I t ~ ~ ~ i h o ~ p P c l O ~ l O I ~ 8 t ~ -  

I 
Figure 2: Forcearc Demand for I n l c m  A c c w  

m. CHARACTERISTICS OF-TRAFFIC 

Today's P S T N h u o v a l v e d o v c r t h c p n t 8 O ~ t o b c c ~  
a very emcieut cania or voice wepbopy. nic evolu(ion has 
occurred in a d u l l y  planned Iuhion bud  OP dctalled undcr- 
standing of the characta(sUcs of voice lnmr 'h well ut&- 
lishcd unagi&ng model tor vnlca calls uwma that (I) tbe 
avonge call holdlqj tims L, M u n d  3 m i ~ t m ,  (U) Iho stolltdcal 
call holding time dbuibutlou I, wcU app~~xlmual by an oxpo- 
ncnrial dlstAbullon. and (Ill) d l  urivab am Polsron. Tbcrc 
mathematical assumptiom haw bcen valldaccd vla analpis of 
mnsund dun. la conjunctloo with rpproprlus de& Ion- 
cuting model& hey m wed to eaplnca tho PSRJ. For exam- 
ple, tbc opmlarr ~ p p w t  syauna (0%) hat monitor mnk 
usage in tbc PSTN, urllhe ule above model lo h i d e  when and 
whcrc addiUnnal mnklnp capvlty should be pvided.  The 
lup scale ccnnomia of the PSIN - e.#., ib mrn on Elpttrl 
Invesment- w largely demmiaed by how emOknUy II U n  
any (nmc aaou shared rwltching rnd mumiuioa 
IOIOUISCI. A p p p r l u s  m M e  model# quratlfy w h u  Smclenckr 
can be achieved far a g l m  gmdc of& (Gas). 
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Flgure 9: Blocking Scenuiw 

Wthln the P a ,  the only answer to UUs problem is to 
rcduco LCRs i.e.. to provide more uunks (and 0th rwltch 
nsourecs) per subscriber line. In chis way om regalns tbe estab- 
Ushcd #rule of rcrvicc, a~ chs c a t  of povldlng additional net- 
workequipment. Slncellnc m l n a t l n g  cpuipmont it b e  Wgcn 
capital component ofrwifch coal i n m e t  bWBc her the poton- 
dal to cost LECa luge mms of money In 'out of cycle' capital 
cxpcnditun. First CUI eilimatcs suggest tho( this coat wM 
oxcccd $ 3 9 4  p r  region pa yur. However. thlr estlmak i s  
based on iaeomplc~e analysis, and tbc actual cost 1s expected to 
be much higher. Purthsr sfudlca M underway in BeUwre to 
produce more aczuraw utlmatu of this COIL Fipure 5 show: 
Bdkorc'r analysis of a hypolbclical rconario. which involvca 
30 central olHm (COS) providinp Internet pDEeas. lcvual lso- 
dom swltchea. and two Internet 'hub' Cor (i.o., ttrrnlnatins 
rwl8chcr). POI UIC p u p o m  of tbls study, Bellcore's S Q S  twl 
was utcd to estimate incremental capital Md opcrntlonpl costs 
on a per switch basis. 

Flguco SI Cost of Supporting Internet Accw 

'Ibe largest cwt components in all rwitchw were P u o e b d  
With line terminating equipment. NOR t bM uunk 8nd dmtala- 
aarivt costs were not included In this uudy. B a d  on cxwemely 
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and redun network efflckncy. Ihe mgnlwdc OF chlr effect - 
IS., the rdditiond coat to IhcnWOrk ulochd with new en#- 
n t u i ~ c r i t u i r - I a ~ t o b e f u l l y q u ~ t i 0 c d . H o w e v e r . w ~ k ~  
underway in Bdlcorc lo ddma this IUUC, rad to provide SUil- 
able new mgincwlng model8 in tho nou fUtUr0. l h C S S  modciS 
wlll replace &e v o d i l i ~ a l  mCadSaCrrl@ in ulo Ed1 Systcm 
o m  tbc past 80 yms. 

Qoing beyond fundamental arfllo models and a p l u l  cWU. 
the inenwed wiabillty of inmet  UrlAC prill hprt IIB opa. 
ation of Lac nctwarh in a w i c t y  of WYS. In the  art^ d OPW- 
rions and [Pdliw IUUMgCmIIt, Eurrsal p w S  fO? load 
bnlmclng and monitoring swllch perf- m y  prow had- 
quato far lntanct ulmc. S c m  diMNulcl have .IroJdy been 
cnccuntucd in load balancing rvllebu m a g  slgnlficant lev- 
dr oflntuaetuaffIc. ThbpmMemL~a(lybcings~1edby 
Bellcore to determine wba changes am required to c m t  pro- 
cedure~. and what new switch mcMIIcmcnu may be needed. 
As nMcd In swlion 3. a number of the Wgo scale OS% and rup- 
part took uaed by LBCs am W d  on WUonal  lrafllc models. 
These OSSr need to beupdakd to accommodsce inlertlot WmC. 
If they sm not UM tendency will be far lbcrc toola to undcrtsll- 
maw network rctoulfe(. potcatinlly redling in pwr service to 
oubrcribus. and Sub-opUrnd network plannlng. 

Plndly, &om lhc LEC penpccllva II Is Imponant that cquip- 
ment vendon. parlicularly switch vendan, be awsm of thee 
irruts. and tikc nccc1ssry raps to Incorporato new m m c  mod- 
d8 and engincuing dgorithmr into their englaeuing. provi- 
sloning and plannlng 10018. Switch vendors alw need to 
consldu whelhw new  TIC m c w w m o  should be provided 
by switches. so thnt cbeir curtomen can beucr vacl and respond 
to changing traffic pmfllcs. 

5 

V. NETWORK SOLUTIONS 

Aa noted above. tbe mt common lntmel lcccss mange- 
mcnt at pnscnt Is fw ISPs 10 be connccccd to the local ' l e d -  
nating' PSTN swltch vialuge multiline hunt grwpr. conrlsllng 
of hundreds or perhaps thousand: d lines. No ~pccld acllons 
.n taken within the PSTN to identify or route lntcm* access 
trams ccpurucly. or u a diffomnt &a of o ~ v i c c .  from regular 
vola W i c  - Internet Vamc UJCS exactly the a y n t  cwltchcs, 
trunk groups ctc. This dtusllon will bo domd to below PI the 
present made of opcnlim mol. 

Scuioas I - 1v discussed vpriour PSlN hpaco of Internet 
PCCCLI traffic io cbc PMO. Il Was Wed IhU 8iWC chC P m  CUI- 
nntly repmenu che mly nclr-onlwml lcc011 methad. any 
long term rolution IO these pbl#ar nsc t ru i ly  Involves a 
rtDgcd migmlon from the PMO towards some packet network 
rolucioa. l 3 l s  rsUon dacrlbcr a aumbu of roluUoa8 Ihu wlll 
rellsvepmsrurconthcPSIN.andu1U~lyaUowintcrnotV.l- 
flc IO be crrried in an Cmclmt, cconomielll fuhlon. lhesc rdu- 
Uons may bc chanclcrizcd PI rhon wm (ST). medium tam 
0 and long term (LT). In each cue tho curreat bUIk.M 10 
implementing Ihe solution are dircussed. 
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T~nking solutions addmu the problem of congution in thc 

hvakJag netwcuk aod tMninsting :witch. Although trunldng 
solutions are technically faarible. they m y  not bc wlthln UIO 
full conmi of LEC fax a number olrcuons. pint. an ISP buys 
only u many U n a  u it deems oecorssry to rhc raminaling 
switch. For the moat put ISR m conlcnt to pmvIde a much 
p ~ ~ ~ f ~ ~ l ~ t h e P ~ . l n t ~ c t t n M e h  
puing so f k t  that cwtoma rotcation i: not an irua (It leut 
In Ihc near turn), Md cuS(0mur IhCbelaftlvSs genadlY exWt 
many calls to bs b l M .  COUCqU~tly. With IW fOW UOC4 
. e ~ ~ ~ d a t e  the o f f 4  load. coogution la likely to bs a 
&nic problem on ISP tines. 

This congalion can be contained by putting ISP tinu on 
scpme p c r i p h d s  w that other cuscomrc arc noI affected. I t  
could also be ameliorated by: (I) connectlog the ISP to Ihc ta- 
mlnuiag switch vla trunk or pfimwy D L ~  ISDN (PU Iota- 
faces. (11) connecting the ISP directly lo tandcm twikhcl Vh 
trunk n PRI interfaces. so that switches arc de-loaded. and (iii) 
connecting Be ISP to remote integrated digitd loop cudu 
(lDLC) interfaces, which couldbc enginoand to on spproprirrP 
grade of wrvicc. The latter three actions would Improve fhe 
LEC oponulons and fadlitics aspects of this problem 

€iowmr, XSR currently percdn little lncentlve (e.g.. in 
mma of coat) fo move away from basic line side connections. 
and 60 they typkally opt to be connected to the twitch via mul- 
tiline hunt groups. In some cum this choke may be made In 
ignorance of other options, or through failure to recognize Ihc 
potentla1 cost /performance advrnragcs of mort efficient inter- 
faces. The competitive colt of bark Une ride conneetioar is  
undoubtedly attractive to ISPI. However. line ride conacctionr 
arc mom upcnslvc to maintain operationally. and u multUinc 
hunt group sizes grow. these m y  ba some cost incenlivc for 
ISR to move towardr aunt or PRI infcrfaces. 

This iuuc hlgbligbu thc role of rsrimng in influencing pras- 
tisd aetwork SOIUIIOIU. The mUfs applied to w ious  line types 
by public utilidu commiSrlona (WO) in many casea reflect n 
trndltlond view of how rubscribcra ulilize network cquipmcpl. 
Tariffs arc SU in p M  so thatdlffant clasacs of customers pay 
in propdon to their usage of network I~~OUIEU. Howevar, 
intcrnu maffic has dlstonsd vrditional pums of network 
usage. and undermined the W ability lo movw costa in 
pmporcion to usage. Bcllcorc la c u m l l y  hefplng the LECI 
addreu this iuue through data mdlu io support of tviff 
ChlROck 
P 

The maln idea in rhir solutlon ir to plaign switched b a d  
dWed number (DN) (riggan 10 pre-advcnised interm or oa- 
line telephone numb-. Once the origiaatlng switch rccopalru 
that the call is deaincd to m ISP (based on the deflocd trigger). 
if can then either route thew calli to a tandem or a large awilc& 
ing system that has sufflcicnt capacity to clny he  data calk 
(e&. PU inncr-elty switch which is under-utilized at night), or 
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decide to rw[c them out of the PSTN entirely md use a packet 
network to concentrate the data lmtllc for mrpm to tho ISP. 
In  either cas% the Wf 11q In Ma solution would bc to detect 
the daca di using rho deflocd yippcr. and repgate them from 
voice d r  for mom emdent emsport and routing. The o f f i -  
based DN V t g p  ir a d a b l e  in mort modan c.nrltch\ng ays- 
em. 

Ono ImpltCaUon of uI* 8ppmch is tbrt ewy erU tbmngh 
thciwltchmu~tbs~sdforlhicuipgcr..rhiehantrpfcrlly 
requh additional procutor a p r l t y .  In h e  cue of qulvrlcot 
A I N  olggcn. then may be a 1ubaQotlal I& on :witch prccs- 
son, which mdam loto I mbsuntid nduetton In switch 
capacity. due to Ibl, polcntlally non-mnw producing intanst 
nmc. A potcntid advu~tage of the UN I numbcrlng solution 
is that it concenaaw interor olMG La n W v d y  few p k u  
(e.g.. designated muk groups) and thercby achlewi economic 
dflclcnciu In rhc CoglDCcring of CO equipment as d l  u min- 
imlzlnp capital cxpcaditum for Id@ perhoance interface8 
between rcicaed tandem and ISP:. 

Oace a dam caIl habeen  &&cud, ltcmfhco eirbcr wo 
oanrlatlona rod routing mbbler In the swltchiog sylcmr to route 
the aUs to prc-sclcUaJ twitcI1e4 or dtanatively launch a rwl- 
ing query to an AIN Savieo Conwl Point 0. The advm- 
tags of using SCP: h that rwltchcs do MI need 10 store IuOe 
rWtiPg lablec W M Subject 10 frequent Change. S B t  @t 
lntclligcnt muting based on avaUablllly of modsm porU ff 
mutes, tlmc-ofday and dayd-week routing. and other aICerta 
that LEC nnd ISP can agree upon. Additionally, the LNP archl- 
tecfure oflm the Idvantage of mdnuinln8 the same accas 
numbers while routing the dl8 In way chal is most cost Slta- 
tivc for the ZEC or ISP. lhu end-urers dwys did Ihe same 
number to accc.ca the ISP. Howom. &a nctworkmutaa the a l l  
Wed on paths thu arc moat  ita able from a network capacity 
audcostpo6aofvlew. 

Initcad of providing 1MB Une intcrfactr Lo Be ISP. In ahlch 
cocetheISPmainWnrioo~modunpool,~LeC.uavPlw 
added rervice. could matntlin a owdun pool (m qulvltent 
cqulpmcllt) on Its own prcmlsos. concentraw the OuQul of this 
modem pool into high peed digital pipa @SIIDS3) either at 
end ofllcu or landem sad lben mnrpwt tbc aggregatcd data 
8UC-am to the ISP IEIM) I data Mhvork (ea.. Fmme Relay). 
m l r  Implemenlatlon m y  provide a mom .mr(lvc lnrcrfaee 
for the ISPs -malntenlaco of large modem pooh is UI acknowl- 
edged problem - wbilb ppovidlng Ihs LEC WIUI tho opportuaity 
10 enginoar the wtwalr w u to avoid the LHT rolated prnb- 
km. One bUflnes8 driver fa uls solution Is that ISP8 d a i s  to 

CIS bendlt from local eltilog rues. W d y  aCplo@ modcm 
paolrtadjuncucl lcni~yaCbie~~ ob)ectirn’ll~~buslness 
cue, md deployment, implsmeittallon lad sngineedog guide- 
Uaa for this solutlon need to bc mort fully malyrcd. 

extend thelrlocrl CJlInp fU U pMIibl& ICthlta!ur(Cmr- 
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Within tlm locd wcerr mltcb, it & porrible to IPLO soma 

UCUOIM to reduce or mantge the lmpret of InLCmet eaMc. For 
example, If it Is pwslble to Identify heavy lotmet utcn, one 
can p d d e  IDLC intcrfacra for hue weffi whicb m cagf- 
ncaed Independently of Mhcr llw to prPvidc the requlnd 
grad0 of rcrvfca Eduertsd rmpag-t Oflcceu r*llebu *lu 
provide ~mitcd relief from inlMI* pbkm - U nolhlng clm 
it ia bettor tor @ana staffto ~W&C~IO&II~~UI 10 
opcnte in a blind fashion. Howevu, managed opcruion Of 
llccc11 rwiteha uithln the PMO d l  m u l t  In dgdfknnt 'out of 
cycle' equipment wpepsa. and will not provide any sukontial 
long tcrm relief from inmet  problcmr. 

&&cmdam 
Data (nasmlsdon only usca a fraction of Ihe 64 kbpt C t C U I t  

switched bandwidth which is held up for b e  durallon of Internet 
calls. Specifically. d a a  packers m sent back and fonh across 
the d a u i t  In rapld bmts  followed by relatively long Idle pui- 
ads..ndthustbcbandwldthremJnsunuscdformcutofulccall. 
The lnefflclcncy of M n g  packet data ow circuit switched 
nawaks WM h e  maln driw fa developing packet switched 
nctwwksmch u X.25. P m e  W a y ,  ctc. 

Ideally. one needs a simple mculod of Identifying Internet 
calla P data ca lk  and routing than to a dua  nc(work &foro 
ulcy entu the PSRI. In Its packet mode sMic~%. lSDN pm 
vidm such a motbod. C h i t  mode ISDN cdlr operate in much 
the aame way P traditional analog POTS calls. They seize a 64 
kbps Fircull and rclaln it for the duration of the call  regardless 
of whahw the bandwidth is used or not. In CORUW, pscks 
modeISDNcsllrdonotnserveany~xed amount ofbandwidth 
- they use bandwidth only M nqulnd. In packet mode calls. 
p a c k  arz rent aa Ihc aubsulbergcacnres them. and chc rwlteb 
is engineered to multiplex multiple packet strems together 
onto shared communication channels. so hit bandwidth Is uU- 
llzcd effectively, and all user8 receive acccpUblc level of 
paclet delay performance. 

Pacb made suvlccr wnsriwte a dlffcrmt paradigm for 
communlcatlonn. Thcy were Included in ISDN foc b e  purpose 
of CMying packet data CraMC. bur for a varicry of m o n s  have 
not been made generally avlilable to tbe public. Some of thee 
reasons arz porclbly connected to quoUon8 wncuninp the 
cnpacliy of SSDN pacbtbmdlan fwhlch lrphw off packet data 
mMc at the aecm ride of the switch). and some may be related 
to lack of (pre-internet) appllcstlonr and podtionlag of thew 
producu wlthin the market plnm. 

AWu~ugh there am issues c o a ~ l n g  the capacity. cnglncer- 
lag and cost of I S D N p u i p b d s ,  prskctmodoISDNinprlnd- 
ple consUtuur the mort ulra*lvc solution for IdOr~liryillg md 
SCgEgaliIIg data calls I 1  the aECCU dde of the swkch. Implc- 
mcnlaIion of ISDN M a pnelicrl solutiotl m y  n p u h  intare- 
dons with switch supplfcn to undmcand current Hmimtionr of 
p%hthandlcrs. andposriblylnaerscthetrcapacityln ilnc with 
projected demand for packel mode ravlcer. Interaction m y  

I 



lJA196 . -  8 

Ulrwghput of UlclC devicas. Vendor c l d m  of 100 tlmu nw 
mwixndISDNbandwidth maypnatlyovualaUlhelrdYAbk 
throughput In realistic deployment ranprim. The aSprrgation 
of the upstream bandwidth of tbwc &vias is also dependent on 

As with packet mode XSDN and ADSL cable modema rcp 
resent a solution In which Internet t d t l c  would be c m b d  over 
data networks nthcr Um the PSTN. Since cabb Una arc 
owncd by cable companla. cable modem rcpnsenl a potenrial 
competltor to the LECs. In Ordw to retain market share. lhc 
LhCIclthancsdtotumwicbnbIecompnnlw.ordcployalta- 
n d v c  solutions that 8ra colllpetltive art& cable modemc In 
term) of ICCOSS cpccd. CDIC of installation, CIC. I\r with AD% 
&e timeframe and economics of cable modem rollout and 
rcepPnce arc 001 dear. 

tnlfic cbaraclcristics, a8 tbc uprveambondwldth is umlud. 

VL CONCLUSIONS 

Due to a variety of markctdrivrrs. Including wideravdlabil- 
ity ofperional compulas. the populully of web browsers, and 
the rapid increase In internet rcrvlcu provldcn. Intmcl VaIllC 
on the P S W  has cxpcrlcnccd cxplodvc growth in Ihc past 6 to 
12 monas. and i s  projcctcd to continue this growth lor at least 
the next 5 ycm. 'Ihe puhllc switcbed telephone network 
(PSIN) will be tho mdn carrier of inmet access trafllc for the 
forcsiccablc future. 'Ihc PSRJ is already tlruggling under &e 
lncreacd volume of this t n M ~  and pctworfc problems such as 
congestion. uceaslve blacking d rubsaibcr calls. and exhaus- 
tion of switch capadty paint to Ihe dMgu of network fdlurcs 
unlnrs effective short term and long term network solutions are 
ldcntiGcd and lmplwncntcd aoon. 

lnlcrnct tralflc is asentially data WGc, and can be cenlcd 
most cffcctivzly on data networks. However, rlncc thc PSTN is 
currently the only near-uniwsal method of access. any long 
tcrm colution will ncccssully involve a stagcd milpalion from 
the p a n t  ma& of opustica to some &la network rolutioo. 
lhe burning iuuc for LECs is how lo cnglnccr this migration in 
a cast effcetivo and t i d y  manner, given Eumnt technological 
conrvnints. ?his paper bas Identlflcd 1 range of d o n s  thhu cnn 
be taken to orchestrate a satiafrtory long tam solution. The 
flnd solution for each LEC m y  include a number of thcw 
actions. and could well be influenced by tbo unique businas 
rtnteglcr and network plans of thpt LEC. 

Regardless of tbc ultimate solution selcacd by i n  LEC. 
thm is a rubslanlial amount of w& requid In d e r  to cost 
WI UIC allwnaUvu. perform intMpenblilly testing of w l o u s  
supplier qulpIMnt. famuktc approprlpte rnplnecalng and 
operaUons plana for the network. md  ans slue thwo tochnicd 
advancer into attractive pmduc0 and muhCing rmwgiw. In 
parallel with this activity, it m y  be derinbte fm the LECI to 
joinUy support Ihe industry in formuiulng common quipmcnt 
I interface standards mnd functional q u i m c n u ,  to IasUllau 
smice offering and inlerwmking within the U.S. mulrct. 
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Architectural Solutions to Internet Congestion 
Based on SS7 and intelligent Network Capabilitles 

A Bellcore White Paper by Dr. Amir Atai and Dr. Jams Gordon 

,fb.srrrret: The explosive growth of ihe iiiteriief has cre- 
uted probleins for the Piiblic Switched Telephone Net- 
work (PSTN). which for the foreseeable fufure riillpro- 
vide the majority of users wilh infernet access via dialup 
wodenis. Based on currenf growfh rafes> fhe volunre of 
'internet' franc on the PSTN is forecafed fo  rival or 
mwfake 'regular' felephone or fm trqOic in fhe naf 
feirj.ears. This represents an enornioiis shfl  in fhe vol- 
ume and nature of the PSTN Ira& 

A l l  of fhe soliifioirsproposed Io date recognize that if is 
rreressay lo off-laad internef fraflcfioiit the PSTN. The 
PSTN is opfiniixd for ciroril-swilcld voice Ira& 
idlereas iiifernef frafic is iiiosl e/pcienrly carried by 
pa~-kef-ri~itchecl networks. f i r  flre search for effecfive 
off-load sfrafegies, tlEfirsf iiiipulse has been IO look for 
fechnological answers, i.e., 10 employ a new class of 
eqiiipmcnf lo siphon franc offlhe PSTN. 

I-lowver, it is cqitalb iniporfant, andperhaps nrore cost 
eflmcrive, lo explore fhe use of erisriirgfiatirres and ca- 
pabilities i i i  the 1,oice nefsork to develop eficieiif 
xfrotcgies fa carry iirternef trafic. Intelligenf Netiiwrk 
ropnbililics. and those provided bj, Signaling SJ'sfeni 
No. 7 ( S 7 J  iir/rasmicfirre. can be iised fa eoiisfriicf off- 
load architecfiires iiifh/lesible routing and call coiurol. 
This reporf describes a irmber of such archifectures. 

1. Introduction 

Reed Hundt. outgoing chairman of the FCC. recently 
voiccd the nced for a 'I. .. high speed, congntion-free. 
always reliable. friction-free, packet-switched, big 
band-width. data friendly network that is univenally 
availablc. conipelitively priced, and capable of driving 
our cconomy to new heights. .. If we build it, the won- 
ders will come." A 

The authors of this paper are in agreement with Chair- 
man Hundt's desire for ready public access to high 
speed data networks and the internet. The center of 
mass in the tclecommunicatlons industry Is shining 
away from traditional voice technology to data net- 
working. High speed public data networks are needed to 
support a range of advanced telecommunications and 
information services that will become availablc in the 
near future, including commerce over the web. multi- 
media applications. and internet telephony. 

However. while data networks will be a key ingrcdicnt 
of the future, the existing voice nehvork (thc IJSTN ') 
will not become obsolete overnight, or even for many 
ycars. For onc thing, there is a huge investment in thc 
PSTN which cannot simply be discarded. Furthermore, 
the PSTN is a sophisticated syslem that offers an array 
of advanced featum that cannot be matched by data 
networks in their present stage of maturity. Wm intelli- 
gent planning and packaging of services, voice and data 
networks should in fact complement and augment one 
another, for the greater benefit of subscribers. 

The integralion of voice and data services was planned 
well in advance by the 'minded ofthe telccommunica- 
lions infrastructure. For example, work began as early 
as twenty years ago on an Integrated Services Digilal 
Network (ISDN), that would combine voice and data 
services. While ISDN has enjoyed a recent surge in  
popularity due to the growth in internet traffic, its pcne- 
tratlon is still very small.' Efforts to simpliQ ISDN or- 

1 Public Swilched Telephone Nctivork. 
2 According to references in a m e n t  FCC repon (reference 

D). appmximately 7W of subscriber linea un in principle 
svppon ISDN. Howover. only 1% of msa lines actually 
haw ISDN cqulpmmt deployed. And only I .4% of inlernn 
wen employ ISDN scrvice. 

OOA-1019W 
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dering and provisioning are currently underway, with 
the goal of increasing ISDN penetration. However, sup 
pon for ISDN may be eroded by compaition from 
ncwer teCh110lOgieS such as high speed analog modems 
and Asymmetric Digital Subscriber Loop (ADSL). 

In  principle, ISDN should have provided a ‘data pipe’ 
into residential homes, lo supplement the existing ‘voice 
pipe’. As always, access is one o f  the main barriers to 
the grow01 of data services - the famous ‘last mile’ 
problem. In the absence of widely available data access 
to residential homes, data services will tend to remain 
niche products, available to limited segments of the 
population. The need for ‘universal’ high speed data ac- 
cess might be satisfied in the future by technologies 
such as ADSL and cable modems. In the near term. 
however, these products an unlikely to achieve widc- 
spread deployment, due lo immaturity of  the technology 
and the initial expense o f  equipment. 

Over the next few years, the PSTN will provide the v a s ~  
majority of  residential users with access to the internet 
and other data networks. Using voice circuits or ‘pipes’ 
to access data networks is not an ideal solution. How- 
ever, i t  is the only altcrnative that i s  feasible in the short 
terni. Ironically. in spitc of  tlic failure to deploy large 
scale rcsidential data access, internet traffic may w e l l  
drivc the first widespread integration of voice and data 
nehvorks. Due to popularity of  the World Wide Web, 
ctc., dialup internet traffic on the PSTN has experienced 
dramatic growth over the pan two years. This in turn 
has created problcins for the PSTN, leading network 
operators and equipment vendors to seek ways of off- 
loading internet traffc from the PSTN onto data net. 
works. 

AI present. the pros and cons of  various internet off- 
load slrategics are being debated, and subject to market- 
place evaluation. For example, carrier meetings such as 
Bctlcore’s Internet Traffic Engineering Solutions Forum 
(ITESF)’ arc actively exploring architectural solutions 
for thc internet congestion problem. 

3 The ITESF was crfmed in 1997 and meets quaerly. At the 
lime of writing. membership includa 8 carricn from the 
U.S.. Canada. and Ausinlik tis goal is (0 understand che 
impocl of inlcrnct traffic on LEC naworltr. sl~m bmt 
pnaices. and identify orchitcctural solutions. Equi-t 
suppliers nrc also invilcd by Ihe ITESP to discuss relevant 
current nnd ruture products. 

In the search for solutions, the first impulse has been to 
look for technological answers - i.e.. to employ scme 
new class o f  equipment to siphon tratik off the PSTN. 
However, it is equally important to explore the potential 
for using existing fcatums and intelligence in the voice 
network to develop efficient strategks for carrying 
internet traffic. In  particular, the Signaling System No. 
7 (SS7) and Intelligent Network (IN) capabilities o f  the 
PSTN have the potential to enhance the management, 
and streamline the transport of Internet traffic, whatever 
technology and network equipment is employed. 

This papcr reviews a number of  network architectures 
that facilitate the inter-working o f  the PSTN and data 
networks and. in particular, that allow internet traffic to 
be off-loaded from the P S M  onto data networks for 
more effcient transport. The pros and COW of these ar- 
chitectures are discussed. A particular emphasis of the 
paper is on the possible role of IN and SS7 capabilities 
in supporting the flexible transport and management of 
internet tmftic. The main conclusion of  the paper is that 
SS7 and IN capabilities can significantly improve the 
attractiveness of  both pre-switch and post-switch off- 
load arcltitectures. 

2. Prob lem Stntcment 

Internet traffic creatu a number of problems for the 
PSTN. but ultimately the most critical problem is that i t  
upsets the PSTN’s established economics. Internet traf- 
fic increases the load on PSTN resources, requiring the 
purchase and deployment o f  additional PSTN equip 
men& in order to carry the excess traftic. I t  follows that 
internet traftic increases the costs experienced by net- 
work operators. In contrast, it results in little or no com- 
pensating revenue. Or, BS in the case of second lines. the 
revenue is outweighed by the increased costs? 

At present, many local exchange carriers (LECs) are in 
a holding panern with mgard to internet traffic, while 
potential solutions we evaluated. Although sufficient 
equipment has been added to cope wlth current d e  
mands, there is a clear recognition that better solutions 
an required. Funhermom, practical workable solutions 
an needed soon, since there a p p m  to be no slow- 
down in the rate o f  growth of internet traffic. 
One example of  internet growth concerns the recent in- 
troduction of flat-rate pricing for some popular on-line 
services. Bellcore measurements suggest that under flat- 
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rate pricing plans. users will stay on-line up to hvice as 
long (on average) as under metered rate plans. Under- 
standably, given the number of online users, this dou- 
bling of  call duration can result in significantly higher 
loads for the PSTN. Internet growth forecasts from sev- 
eral sources al l  point continued rapid growth. For ex- 
ample, by the ycar 2000 it is estlmated that 30% o f  US 
households will be on-line, compared to 15% in 1997. 

The continued growth o f  internet traffic adds to the 
CON of network operators. Since tariff relief i s  unlikely 
in the new term. the only solution to this problem is to 
proactively reduce costs by carrying internet traffic 
more eflicicntly. There arc many proposed architectures 
for doing this, and the challenge for carriers i s  to iden- 
tify the best off-lond strategies, and synthesize the 
one(s) that are most cost effective. and that are consis- 
tent with network evolution. The final solution may 
well make use of many different elements, including 
new types of equipment, and the use of IN capabilities 
in creative and novel ways. 

For a brief description of internet-related problems on 
the PSTN. and n survey of architectuml solutions, the 
reader i s  rctemd to an earlier Bellcore white paper on 
this subjcft? Tl ic impact o f  internet trafic has bcen 
documcntcd in niorc detail in studies by Bell Atlantic. 
NYNEX, Pacific Bell and US WEST(xe the web pages 
for these conipanies), and a comprehensive overview is 
provided by a recent FCC paper.' In addition, internet 
congestion has beeti discussed in nunierous technical 
niagazines and mass media articles and a more general 
perspcctive on how internet traffic affects PSTN engi- 
ncering is given by tlie Bellcore article.' Many suppli- 
crs have dcvcloped. or are in the process o f  dcvcloping, 
products aimed at nllcvisting or solving internet con- 
gestion on the PSTN. 

3. K e y  Issues 

3.1 Why off-load? 

The root cause of intemet congestion is that internet 
calls have a much longer duration than the voice calls 
for which the PSTN was dcrigncd. Typical internct calls 
have an average duration of 20 minutes or longer, while 
average voice calls last 3-5 minutes. In addition, a scg- 
ment of internet users stay online for many hours at a 
time. The probability o f  a voice call exceeding one 

hour's duration i s  less than 1%. In contmn. more than 
10% of  internct calls will exceed one hour. 

In a circuit-switched network such as the PSTN, these 
long holding time (LHT) calls tie up both switch re- 
sourc.% and inlemmce trunks, and cause congestion that 
afktectr ail users. Bellcon trallic modeling, supported by 
field measurements, shows that smatl incream in the 
amount of internet I LHT traffic cnn significantly in- 
crense the probability of call blocking (the main quality 
of service measure in the PSTN). For example, if 4% of  
users generate internet calls with 45 niinute call holding 
time, then the probability o f  blocking increases fmm 
I %  to 7% (assuming no additional network equipment 
is deployed). 

Even though an internet call lasts much longer (on avcr- 
age) than n voice call, the line i s  not actively used dur- 
ing the entire call. I t  is estimated that internet users 
utilize only 115 to 1/6 of a voice circuit's bandwidth. 
Die on-off nature of  internet traffic makes it ideal for 
packct switching, which 'multiplexes' (i.e., combines) 
scveral users' traf'k onto a single channel. It is antici- 
pated that multiplexing gains of  300% to 500% can be 
achieved by transporting internet access trnfic on 
packet-switchcd versus circuit-switched networks. The 
efficiencies obtained tlimugh statistical multiplexing rc- 
sult in lower capital and operational costs, provided the 
tra(lic is of sufticient volume, and assuming that a data 
nehvork infmstructure i s  in place. These reduced costs 
arc a principal motivation for off-loading internet traffic 
from the PSTN onto data networks. 

3.2 Present Mode of Opcratlon 

Bcfore discussing off-load architectures. il is uscful to 
understand the present mode o f  operation (PMO). Pres- 
ently, most Internet Servicc Providers (ISPs) interface 
to local exchange carrier (LEC) networks via multi-line 
hunt groups or Primary Rate ISDN (PRI) (sce Figure I). 
npically. the switches that ISPs connect to an chosen 
(by the ISPs) in order to maximin the h e  calling area. 
Often they arc residential switches that were not de- 
signed m handle hlgh volumes of  traffic, particularly 
LHT traffic. 

As shown in Figure I ,  calls from many originating (or 
ingress) switches an routed through tandems or direct 
trunk groups to the terminating (or e ~ c s s )  switch, 
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where they gain access to the ISP modem pool. This 
network topology funnels traftic into the egress switch. 
and can easily lead to congestion unless arnfil ly engi- 
neered by the LEC. Routine operation of switches in- 
cludes the task of provisioning new l i n y  and load bsl- 
ancing new and misting lines across line peripherals, so 
that unlformly good service is provided to all custcin- 
CTS. 

The fact that LECs oRen do not know what lines are 
used for internet aceess makes provisioning and switch 
load balancing a non-trivial and laborious task. It is es- 
timated that internet-related load balancing costs a large 
LEC on the order of $30 million dollars a year in addi- 
tional operations costs. Nevcrtheless, it is an impoliant 
function. If allowed to occur, traftic imbalances on 
switches will cause non-uniform blocking for users, 
leading to poor service for subscribers, and other ca- 
pacity inanagemenl problems for the LEC. 

Pmbtcin I’roblem t’mbtem 
ArcnU3 A r d 2  h c a  11 I 

. . .. . . . . . . . . . . . 

Ingrcss lmcroflicc Egrcsr 
Switch Trunks 6 Tondcm Switch 

Figure I :  PMO Problem Areas 

In Figure I. the switches most likely to experience con- 
gestion problems are the egress switches which serve 
lSPs (Problem Area #I). As noted above, multi-line 
hunt groups (IMB lines) are a common method of con- 
nection behveen the egress switch and ISP. However, 
tliere Is  a significant movement on the p M  of LECs and 
lSPs towards primary rate ISDN (PRI) for the following 
m o n s .  For LEO. PRI has the advantage of being a 
trunk-side rather than a line-side connection. Since there 
is no concentration on trunk-side connections. PRI con- 
ncctions reduce the likelihood of switch congestion. 

(Spcclfically. they eliminafe the problem of congestion 
in switch line modules.) 

For ISPs. PRI connections have sevtral advantages, 
though they are more expensive than IMB lines. First, 
IMB lines make it dimcult to achieve high modem den- 
sifies due to wiring constraints. By virtue of simpler 
physical wiring, PRI connections support higher modem 
densities. S m n d ,  digital carriers (such as PRI and D-4) 
provide bmer transmission quality, which is important 
for recently introduced 56kb modems. Finally, ISPI can 
obtain network management information via tlie PRI 
(signaling) D-channel. This information is valuable to 
ISPs, since it allows them to track calling numbers, 
customer usage patterns, etc. 

In Figure I. tlie second Icgment of the network that is 
impacted by LHT traftic comprises the interoffice 
trunks and access tandems (Problem Area #2). Since 
under normal eircumstances trunks carry both voice and 
internet trafic. additional internet traffic requires the 
provisioning of additional trunks to ensure adequate 
service for both voice and data users. The leasf con- 
gested elcnients in Figure I are likely to be the origi- 
nating or ingress switches (Problem Area #3). Initially. 
ingress switches are unlikely to experience congestion, 
since only a fraction of all subscribers arc internet users. 
However, as internet penetration grows, internet-related 
congestion will progressively occur in more and more 
ingress switches, causing similar problems to those in 
egress switches. 

Understanding internet congestion from a network per- 
spective is critical in designing cost-effective solutions. 
At current internet penetrations. it is estimated that 25% 
to 33% of all switches can be categorized as C ~ V S S  
switches. Based on the above discussion, the most im- 
mediate network segments to de-load arc Problem Areas 
# I  and U2. However, ingress switches (Problem Area 3) 
may also be congested in certain high-penetration areas, 
and addressing congestion in ingress switches will be- 
come mwe important as time gou on. Effe*lw internet 
off-load architectures need to a d d m  all three problem 
areas. and be capable of reducing congestion where it ir 
mmt acute. 8s determined by internet penetration levels, 
varying trafic patterns and communities of interest. 

3.3 Off-Load Architectures 
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Faced with tlic growth of internet traffic, carriers have a 
fundamental choice. They can continue to add equip 
ment to the PSM in order to maintain service quality 
for all customers, while carrying internet calls on the 
same facilities as regular voice calls. Alternatively, they 
can adopt some new network architecture - referred to 
here as an off-load architecture - which effectively seg- 
regates internet traffic from regular voice trafic, and 
allows internet traffic to be carried more efficiently over 
dedicated facilities or a packet network. 

lfthe first course is adopted, there are several shon term 
engineering approaches which can be used to fine tune 
the PSTN for internet trallic. One such approach is to 
identify heavy internet users (by some means), and ter- 
minate tlieir lincs on digital switch modules that are 
more flexible in term of line concentration ratios. For 
cxsmple, new classes of line modules and 'Next Oen- 
eration' Digital Loop Carricr systems can be used to 
support line concentration ratios as low as I: l ,  poten- 
tially eliminating blocking at the line concentration 
level oftlic switch. 

In this approach. lieovy internet users would be carried 
on the same facilities (ie., switch modules and trunks) 
as voice customers. However, the engincering rules for 
both switches and trunks would be modified (it.. made 
more conservative). in order to provide acceptable 
service to all c ~ s t o m e ~ ~ .  A p m  from its higher cost, this 
approach raises R number of practical issues, including: 
(i) the development of new engineering procedures. (ii) 
the developmcnt of provisioning and load balancing 
procedures for shared switch modules. and (iii) planning 
and iiianaging network capacity in the presence of sev- 
eral distinct classes of traffic. 

N'hile tlie above approach undoubtedly provides inime- 
diotc relief for network operators. and is appropriate in 
thc shon term. it fails to address the fundamentally dif- 
ferent nature of internet traffic. if dialup internet traffic 
c o n t i n ~ e ~  to grow nt forecast rates. its volume will soon 
rivoi that of regular voice traffic on the PSTN. In this 
situation it no longer suffices to adopt makeshilt solu- 
tions lo internet congestion. Instead, it becomes dssir- 
able to trcat internet traffic as a distinct class of traffic 
with its own requirements, and to develop network ar- 
cliitectures that can transpon internet traffic efficiently, 
nnd provide the features required by end-users. 

A simple form of internet off-load architecture would be 
to segregate internet traffic within the PSTN. According 
to this strategy, one would Identify internet calls (e.&, 
by means of Intelligent network capabilities). and mute 
them over dedicated switch modules and trunks within 
the PSTN. ?his strategy may well prove to be cost- 
effective in the medium term, and provide an inlermedi- 
ate step towards a full data off-load architecture. It 
could be implemented using existing SS7 and IN capa- 
bilities, and avoids a number of evolution issues auoci- 
aled with data networks and protocols (see section 3.6). 

Ultimately. however, data networks will provide the 
most efficient nieans of carrying internet traffic. By 
taking advantage of statistical multiplcxing gains, data 
networks can cficiently transport i n t m t  calls. Fur- 
thermore, date networks will in time provide the fea- 
tures and services that nre most closely aligned with 
internet (and other data) applications. If rhe decision is 
made to migrate tow& a full data off-load architec- 
ture. the question arises as to how best to achieve this 
goal. As noted above, for the foreseeable fuNre the 
PSTN will provide the majority of users with access to 
the internet and other data networks. It follows thnt a 
kcy element of any dam off-load strategy is to decide nt 
\\'hat point within the PSTN one should re-direct inter- 
net calls onto a data network. There are two basic op- 
tiow: 

I .  Post-Switch (Trunk-Side Redirect) - In a post- 
switch architecture, internet calls are allowed to 
pass through the ingress switch, before being re- 
directed out ofthe PSIN and onto a packet network 
for final delivery to an ISP. The main benefit of this 
approach is that internet calls by-pass the PSTN's 
interoftlce trunks and the egress switches, and are 
instead transported by a packet network. However. 
tlie ingress switches are still involved in both Ute 
signaling and transport phares of internet calls. 

2. Pre-Switch (Line-Side Redirect) - In a prc-switch 
architecture, Internet calls arc intercepted and re- 
directed onto a packet network on the llne side of 
the ingress switch. The goal is to bypass all PSTN 
elmentr (ingress switch, trunks, and egress 
switch). Note mat although the ingress switch is no 
longer itwolved in internet call transport, it may 
still be involved to some extent in callnlated sig- 



Architectural Solutions to Internet Congestion Based on SS7 and Intelligent Nelwork Capabilities 6 

naling. However, its involvement is minimal in 
comparison to n post-switch architecture. 

Sections 4 - 6 provide examples OF these two elasses of 
off-load architecture. They also describe the features 
and capabilities needed to make post-Witch and pre- 
switch architectures effective, flexible and robust. And 
they comment on the pros and cons of the architwurcs 
from a technological and cost perspective. 

3.4 Internet Call Identlflcation, Routing 

A problem common to all internet off-load architectures 
is how to identify and route internet versus voice calls. 
The most straightfonvard approach to this problem is to 
providc full IO-digit number translations (Le., routing 
instructions) within cvcry switch in the PSTN. How- 
ever, this solution could be an administrative nightmare. 
and would not provide as much flexibility as other al- 
ternatives. The following discussion describes several 
other methods For internet call identification and rout- 
ing. 

IN OfficcBnscd Triggers -One option i s  to obtain all 
ISP and on-line service provider (OSP) telcphone num- 
bers, and configure ofice-based 'triggers' for these 
numbers. Every call entering the switch would be 
screened against the list of numbers. Internet calls 
would 'hit the triuer' (Le., be positively matched 
against a known ISP I OSP number), causing the switch 
to issue a query foa routing instructions. Advantages of 
this stlieme are that there i s  no need to alter dialing 
plans (i.e.. iSP / OSP numbers). and tliis type of triggcr 
should be available on all modern switching systems, 
since it is required by many basic IN and SS7 type 
services. Disadvantages nre Ilrnt ISP I OSP numbsrs a n  
not always knowi in advance, and office-based triggerr 
consume additional switch processing power, since 
every originating call (both voice and internet) must be 
screened against thc trigger. 

LNP Routing of ISP Numbers - Since LNP will m n  
be widclp deployed (under regulatory mandate), the 
option exists of configuring ISP I OSP numbers a LNP 
ported numbers, and using LNP queries to obtain rout- 
ing infomation for internet calls. In LNP. inter-switch 
intra-LATA calls to a ported NPA-NXX hit an LNP 
trigger. causing routing queries to be sent to an LNP 
database. With modifications. the same mechanism 

could possibly be used to mute internet calls. For in- 
stance, the Location Routing Numkr (LRN) returned 
by an LNP query could point to an Internet Call Rout- 
ing (ICR) node (see sections 4 and 5). rather than a 
'ported-to' switch as i s  the case in LNP. T h i i  strategy 
has at least two advantages. Fint, there i s  no need to 
alter dialing plans. Sccond, it gives ISPs the flexibility 
of moving location and I or carrier, in a way that i s  
compktely transparent to their customers. ISP custom- 
ers would continue to did the same access numbers, and 
the network would ensure that calls got routed to the 
ISP's new location or carrier. Of  course, this use of 
LNP miss a number of  protocol and administration is- 
sues, which would need to be addressed before it can be 
implemented in the network. 

IN Single Number Service - Currently, lSPs advenire 
inany access numbers to their customers. For example, 
different numbers may be used for different Falling ar- 
eas, different modem banks (Le., different speed mo- 
dems) within the same calling area, ac. Single Number 
Service i s  an intelligent service within the PSTN, that 
allows calls to a single number to k routed to different 
locntions based on various criteria. For example, calls 
can be routed to the nearest ISP point of presence (POP) 
during business Iiours, ond lo a remote centrnl location 
outside of business hours. Different 'single' numbers 
could be used for 28.8 verurs 5% modems, or the 
network itself  could route calls to the correct modems 
based on stored customer information. For ISPs. Single 
Number Service can greatly simplify the administration 
of access numbers and technical suppoll call centers. 
Note that in future internet off-load architectures, the 
location of modem functionality may shin fmm the ISP 
POP to some other location (e+, access server). Single 
Number Service would make such changes transparcnt 
to ISP customers. 

'XX Service Code - A final method i s  lo assign a spe- 
cial service code to internet calls, such as the 800 sew- 
ice code used for toll free calls. The advantage of the 
service code approach is that it makes it easy for 
switches to determine that an originating call is an 
internet call. This detection would occur early In the 
switch's digit analysis, in contrast to M office-based 
tdgger where the switch must wait for the user 10 Rnish 
dialing all digits and then compare the results with the 
trigger lis An obvious disadvantage ofthe service code 
approach is that it changes the user dialing plan. 
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3.5 Access Server and ICR Node 

The agumption underlying all off-load architectures is 
that, once an internet call has been identified, it can be 
routed to some transport facilities outside of the normal 
PSTN. Thcsc facilities could be dedicated point-to-point 
links to an ISP. or they could be a packet network. In 
either case. there is typically a need for some intermedi- 
aic network clement that will act as an interface bc- 
tween tlie PSTN and the non-PSTN internet transport 
facilities. 

We refer to this elenient as an access scrver (AS). Note 
that the term AS is a loose one, that could describe sev- 
eral types of equipmcnt with different functionality. For 
example, the AS could lakc incoming calls from SS7 
w n k s  in the PSTN, and forward them over PRI to ISPs. 
In this case. no data transpat is involved. However, the 
AS is required to be capable of SS7 signaling. Alterna- 
tively, the access sewer could incorporate modem bank 
functionality. In this case, the AS would terminate in- 
coming PSTN calls, convert them to packel format, and 
forward them to lSPs over a packet network. In all 
cases, the common feature of the AS is that it acts as a 
ownspw interface bctween thc PSTN and internet fa- 
cilities. 

Several of the off-load arcliitectures discussed below 
utilize a new type of SS7 dgnohg node. which we re- 
fer to as an internet Call Routing (ICR) node. The ICR 
node contains tlie routing intelligence for internet calls. 
It is a central network element, that controls internet call 
routing via instructions to ingress switches and I or ac- 
ccu  servers. Signaling between the ICR node and 
awi~chcr is via SS7. Signaling between the ICR node 
and acccss servers will probably be via some other (pos- 
sibly proprietary) protocol. 
We eniphnsize that acccss sewers and ICR nodes (Bell- 
core's tcnns) are relatively new elements in the PSM 
(though they have precedent in cxisting adjunct equip 
men1 such as intelligont peripherals and voicemail sys- 
tcms). Functionally, access servers and ICR nodes are 
not welldefincd, and can be expected IO cvolvc ac- 
cording to market demand, changes In intcmet proto- 
cols, etc. The functions of access sewers and ICR nodes 
arc described in more detail in scctions 4 and 5 below. 

3.6 ISP lssucs 

While LECs have some latitude within the present mode 
of operation (PMO) to improve the handling of internet 
traflic within their own netwok,  significant eflicien- 
cia will only be achieved by moving IO off-load archi- 
tectum. This in turn requires the participation or coop 
m i o n  of other parties, chiefly ISB. In order to be at- 
tractive to ISB. (and their customers), off-load anhi- 
lecturer must providc a number of key capabilities. 
The% can be summarized under the three headings of 
administration, authorization and authenticalion (AAA). 

lSPs are extremely sensitive about reliiiquishing the 
administration of modems (or modem functionality) to 
third panies such as LECs. One reason is that they have 
'grown up' with existing modem technology, and have 
become very efficient at maintaining it. A more funda- 
mental reason is that retaining control of modems ai- 
lows lSPs to directly manage their own customer bases, 
without relying on third parties, and widiout having 
third parties intrude on this relationship. Sensitivities 
regarding customer acce~s BIE heightened by the fact 
that some LECs have ISP subsidiaries. 

A key element of many off-load architectures is to 
move modem functionality away from ISPs and closer 
to end usen, so that internet calls can be converted to 
packet format as early as possible, to take advantage of 
niultipiexing gains. As a pre-condition for the SUCMS- 
ful implementation of off-load architeciures. i t  is therc- 
fore critical that LE& address the ISP concerns re- 
garding access to, and security of, ISP customer infor- 
mation. (Note that LECs are not necessarily enthusiastic 
about laking over modem maintenance. However, they 
recognize that it may be a necessary step in obtaining 
the benefits of off-load strategies.) 

Similarly, tSPs do not want to give up authorization and 
authentication functions. They want to maintain their 
own private databases of customers in good sanding, 
and regulate access to their facillties via their own 
authentication procedures. Currently, internet protocols 
will not easily support joint authentication by the net- 
work provider and ISP. Joint authentication requim 
that one separate the physical event of a modem M- 
swering a call fhnn the user authentication process. 
Achieving joint authentication would allow the LEC IO 
regulate access to Its transport newoh, and the ISP to 
xparately regulate access to its own facilities. 
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Given the ISPs’ concerns, the capability to perform joint 
authentication is another pre-requisite for moving mo- 
dcms away from lSPs and closer to end users. Tunnel- 
ing protocols may provide M answer to this problem, as 
well as providing belter capabilities for encryption. and 
performance guarantees for traffic nreams carried by 
shared internet facilities. In fact, satisfying the ISPs’ 
technical and business requirements may depend more 
on the future evolution of internet protocols than it does 
on the LECs’ service offerings. 

4. Post-Switch Architectures 

Post-switch arcliitecwrcs, which intercept calls on the 
nctwork side of acccss switches, provide a solution for 
internet congestion that is potentially more integrated 
with existing PSTN functionality. PSRl ingress 
switches are currently the main repository for call proc- 
cuing logic. routing intelligence and subscriber line 
featurcs. By relying on ingress switches to identify and 
route internet calls, post-switch architectures can poten- 
tially lake full advantage of IN and SS7 signaling capa- 
bililics to efIiciently transport and nionase internet tmf- 
tic. 

4.1 Description or Architeetures 

This section describes three post-switch architectures. 
Nolo that all three nrchitectures utilize the same tech- 
nique to identify internet versus non-internet calls. As 
described in Section 3.4, an ingress switch has the op- 
tion of identifying internet calls by incans of IO-digit 
dialed number translations, or by nicans of IN triggers 
and SCP query I responses. Beyond this common ele- 
niecit. the three architectures use direrent strategies to 
nchievc efficient signaling and transport. 

Arclilteeturc A: Line I PRI lntcrlnee 

Architecture A is illustrated in Figure 2. It shows a sim- 
ple arrangement in which the ingress switch routes 
internet colls to an Access Server (AS). The AS acts BJ 
an interface between the PSTN and a data network. 
Note that in this architecture, the AS and switch are 
connected by a regular telephone line (e.g., multi-line 
hunt group) or Primary Rate ISDN (PRI). At present. 

these two methods arc the most prevalent means of 
connecting switches to adjunct equipment. 

There are disadvantages to both line end PRI interfaces. 
The line interface is difficult to manage at a switch 
level, due to the size of multi-line hunt groups, and the 
pnwnt lack of Operations Suppon Systems (OSS) ca- 
pabilitiea for non-standard engineering, tracking, meas- 
urements. etc. In addition, the line interface is likely Lo 
be expensive, given that line unit costs are predicated on 
‘traditional’ subscriber usage peltems and line- 
concentration ratios. Internet lines tend to be more 
heavily utilized than regular lines, requiring more in- 
vestment in switch equipment per subscriber line. Fi- 
nally, the line interface provides no capability for intel- 
ligent signaling. which could be used for example to 
monitor subscriber usage and identify hcavy users. On 
the plus side, by relying on the ingress switch, archi- 
tecture A can provide dynamic routing (e.&, in e m  of 
modem congestion), but only if the modems an directly 
adjacent to the ingress switch (i.e.. are located in the 
AS). 

Figure 2: Post-Switch Architecturc A (line1 PRI) 

In comparison. the PRI interface is functionally altrac- 
tive. since it suppons out-of-band signaling that can 
potentially be customized to the internet application. 
PRI is also easier to manage than multi-line hunt 
groups, as dcmibed in section 3.2. However, for rea- 
sons associated with eumnt switch archikclures and 
provisioning limitations, PRI may be unsuitable for 
l age  scale deployment in tho nehvork. In effect. there 
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may be insufficient capacity for PRI terminations in the 
P S M  to support large scalc use. 

Archilccture B. SS7 Trunk Interlace & ICR Node 

There are strong practical motivations for requiring the 
interface between the ingress switch and AS to be an 
SS7 trunk. SS7 trunks arc the basic means of transport- 
ing calls between switches inside the PSTN, and are 
readily provisionable on almost all switches in the net- 
work. Due to their availability, and also their stream- 
lined support in existing OSSs, SS7 trunk architectures 
offcr the best hope of providing a widely deployed, 
scolcable architecture for internet traffic. 
I-lowcver, current access wvcrs  do not support an SS7 
trunk interface. The use of SS7 trunks implies that calls 
are setup using tho SS7 protocol and the Common 
Channel Signalins network. 'Ihis in turn implies that 
call setup signaling for internet calls must be processed 
by an SS7 capable node. At present, access servers arc 
relatively simple devices, which perform the functions 
of a modem bank, without any call processing or SS7 
intelligence. I t  is probably not economical to implement 
SS7 capabilities iii the AS. This strategy would make 
the AS too cspensive to deploy on a large scale. Also, 
individual acccss servers would not handle sufficicnt 
lraflic 10 \\arrant the expeiisc of a dedicated SS7 link.' 

One approach wliicli solvcs this probleni is illustrated in 
Figure 3. "lic arciiitecture in Figure 3 features: (i) a new 
type of SS7 node (an liiternet Call Routing (ICR) node) 
which can perform SS7 call setup signaling with ingress 
switches. and (ii) an upgraded AS that has a lion-SS7 
signaling iiitcrfacc to the ICR node. While implement- 
ing a noli-SS7 signaling interface is likely to increase 
the cost of AS, its advantage is that it can be less so- 
phisticated than the standardized SS7 protocol, and can 
utilize existing capnbilities within commcrcially avail- 
able occess servers for 4.931 based signaling. Conse- 
queiitly, the AS in Figure 3 has the potential to cost less 
than a fully SS7 capable AS. 

4 A single SS7 l i n t  h a  the capacity to handle many chow 
wndn of Acccsn Scrr'cr pons. Access savers typically 
have rmin sewml hundrcd up io 700 pa. A single SS7 
link con lhcdore linndlc 40 plus access sc~vcrs a1 typical 
rngincmd loods. 

The ICR node in Figure 3 is critical to call setup, since 
the AS cannot cut-through an SS7 trunk connection by 
itself. Instead, it relies on signaling from the ICR node 
to tell it which circuit the call is coming in on, and to 
complete the connection. Note that the ICR node will 
monitor AS ports I modems to determine whether it has 
free modems that can be used to answer the incoming 
call. If not, thc ICR will use standard SS7 signaling to 
release the call, and provide busy tone at the in- 
switch. Although we have described the ICR node as a 
new type of SS7 node, it may in fact be an existing SS7 
node running an Internet Call Routing application. The 
ICR node also has the potential to perfonn intelligent 
functions, beyond simple call setup and teardown. 
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Figurc 3: Post-Switch Architecture B 

As discussed above, the immediate advantage of Ar- 
chitecture B is that it utilizes SS7 supported trunks to 
connect ingress switches to access SCNCI-S. This can fa- 
cilitate its wide-spread deployment throughout the 
PSTN, and make it easier to scale up as inlcrnet traffic 
grows. However, Architecture B alx) has a number of 
other advantages. The ICR node can be owned and op- 
erated elther by the LEC or by an ISP. Also modem 
bank functionality can bc situated either in the AS itself, 
or in the ISP box in Figure 3. In the first case packet 
transport could take advantage of multiplexing gains. In 
the latter case, transport would be via circuit emulation. 
and would not realize any multiplexing gain. However, 
these options for modem locations may make the archi- 
tecture more flexible in addressing the future business 
needs of ISPs. 
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Note that having modems located on the ISP premises is 
closer to the present modc of operation (PMO). In this 
case, the AS simply provides an SS7 supported trunk 
termination eo-located with the ingress switch, and 
internet calls are transported in circuit-switched or cir- 
cuit emulation mode to the ISP. In !hNre. a data proto- 
cols evolve. lSPs may find it desirable to have the LEC 
maintain modems at the AS, and have internet calls de- 
livered to them in data format, to toke advantage of 
multiplexing gains on data networks. Architecture B fa- 
cilitates both options. 

Architecture C. SS7 Trunk Interface & Cntcsny 
Node 

Finally. Figure 4 - Architecture C - shows a more 
evolved version of ArchitecNre B. In this architecture, 
the ICR node handles both call signaling and call trans- 
port. Calls are routed from access servers to the ICR 
using PRI trunks, for example. The ICR node acts as a 
hub. providing a common platform where a variety of 
access technologies such as TI, ISDN PRI. Frame Re- 
lay, modem pools and routers can be made available to 
both lSPs and corporations. Consolidating access from 
numerous egress switches into this type of hub is antici- 
pated lo providc operational elfickncieo for LECs and 
ISPs. As the internet continues to expand and cvolvc, it 
can make il casier for lSPs to upgrade and stay current 
with new equipment, and also to gain faster access to 
ncw markets with smaller up-front capital cost. 
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Figure 4: Post-Switch Architecture C 

4.2 Post-Switch Issues 

The advantage of post-switch architectures is that they 
take advantage of the intelligence that resides In net- 
work switches and SCPS, to better route and manage 
internet traffic inside the PSTN. For wimple, they can 
utilize soph?iticatcd SS7 and IN triggers, routing func- 
tionality and traffic controls. Of course, post-switch ar- 
chitectures are based on the assumption that one would 
want to allow internet calls inside the PSTN. There are 
reasons why this may be the case. 

It is possible to view internet trsffic as merely a prob- 
lem for the PSTN, that should bc banished to external 
data networks as soon as possible. Alternatively, it is 
possible to imagine internet traffic as requiring the first 
true large scale integration of the PSTN and data net- 
works. In the latter view, internet traffic is not so much 
a problem as an opportunity. By bringing this traffic 
into the PSTN, and managing it intelligently, the o p  
ponunity exists to offer a range of new internet-related 
features and services that packet networks, In their pres- 
ent stage of maturity, cannot suppori. Post-switch ar- 
chitectures may therefore constitute a longer term goal 
For network operators. 

The immediate challenge for post-switch architectures 
is to justify the cost of burdening ingress switches with 
the triggers and addfiional signaling required to suppon 
internet call routing. This additional burden could be 
significant. For example. deploying office-bard trig- 
gcrs In order to Identify internet Venus voice calls could 
increase call processing times in the switch. This trans- 
lates into a corresponding reduction in switch capacity. 
and the possible need for processor upgrades in some 
switches. The capacity impact will vary based on switch 
technology and the type of triggers or translations used 
(e.& 6 vs. 10 digit). 

Although post-switch architectures do not off-load 
internet traffic from ingress switches, they can con- 
ceivably improve the situation of these switches by in- 
telligently managing internet traffic. For instance, al- 
though the situation is improving, many ISP faclllties 
are under-engineered In comparison to the PSTN, re- 
sulting in very high levels of blocking in the ISP busy 
hour. Ineffective call attempts utilize trunk and switch 
resources only for very short periods of time (e.&, 0.9 - 
1.5 seconds). However, taken across a network, their 
cumulative effect can be significant. In certain cases it 
is possible that they could inflate the load on switch 
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processor by a non-negligible amount and result in sig- 
nificant increase in the load on trunks. Both of these ef- 
fects necessitate the addition of more switching and 
trunk capacity to the network, if the established levcl of 
service is to be maintained. 

Howcvcr. SS7 and IN traffic monitoring capabilities C a n  
be used to block internet calls at the Ingress switch If the 
target ISP facility is known to be congested. By using 
these capabilities, the ingress switch docs not waste 
time processing calls that are bound to fail once they 
rcach tlic ISP. Similarly, inter-office trunk resources are 
not tied up on calls that cannot be served. This type of 
call tlirottliiigcan ensure that ingress switches and trunk 
msourccs arc used cfficicntly. 

Finally. we note that intelligent routing inside the PSTN 
can be used to route internet calls to alternate facilities, 
in the event that the primary facility (e.g.. modem bank) 
is congested. And morc generally, intclligent routing 
can be used to route internet calls flcxibly, based on 
time of day or other approprinte criteria. This can allow 
iSPs to efficiently manage their own resources, sched- 
ule upgrades. ere. Similarly, from the LEC pcrspcctive. 
flexible muting can be used to route internet traffic 
through facilities (c.g., do\~vntowii ofices) that are not 
Iicavily utilized during the 9-1 1 PM intcrnct busy hoar. 
This will help to niaxiinize tho efficiency of PSTN re- 
sources. 

5. Pre-Switch Architectures 

As described in Section 4, post switch architectures re- 
duce internet congestion on interoftice trunks and 
egrer~ switches. However, ingress switches are still in- 
volved in transpon. Preswitch architectures, which in- 
tercept calls on thc line side of Ingress switches, have 
the advantage of totally bypassing the PSTN, including 
lngnss switches. (However. note that PSTN elements 
may still be involved to some cxtent in call-related sig- 
naling). 

The common element of pre-switch architectures is an 
adjunct box that resides in front of the switch and has 
the copability to re-direct calls (e& onto a data net- 
work). The intelligence to re-direct i n t m a  vs. voice 
calls can reside in the adjunct box, inerest switch, or in 
anothfr nchvork element. Calls that are identified as 
voice calls are passed through the adjunct to the ingress 
switch for normal processing through the PSTN. Inter- 
net calls are intercepted and re-directed onto dedicated 
transport facilities for delivery to ISPs. 

Although adjunct boxes are conceptually simple -they 
mcrcly act as a call re-direct mechanism - they raise a 
iiuinbcr of issucs. For instance, once an adjunct re- 
directs a call and takes the switch out of the call path, 
the switch still needs to know how to handle incoming 
calls to he busy line, in order to support features such 
as call forwarding, call waiting and voiccinail. Less ob- 
viously, the switch needs to retain the capability for op 
crator interrupt. access to calling party information by 
law enforcement agencies, wire tapping and billing, for 
1 during internet calls. 

It follows that prc-switch adjuncts cannot act independ- 
ciitly of thc switch. Instead there needs to k a mceha- 
nism to maintain a consistent view of a l l  and line states 
between the switch and adjunct. Additionally, in cases 
w h m  per-call billing is required, billing information for 
the redirected call needs to be collected (somewhere). 
These problems an not necessarily dificult to salve. 
However. they require advance thought and planning. A 
final issue with pn-switch architectures is that they may 
not be able to support ISDN customers. To date, pre- 
switch mechanisms for re-directing ISDN calls have not 
been proposed. 
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5.1 Dcrcrlptlon of Architccturer 

Proposed pre-switch adjunct architectures make use of 
an embedded base of Integrated Digital Loop Canier 
(IDLC) technology. In an IDLC conflguratlon, a Re- 
mote Data Terminal (RDT) is used to terminate a gmUp 
of customer lines at a location that is (nominally) re- 
mote from the switch. The RDT is connected to a digital 
switching system via a DSI or OC-3 carrier which, by 
multiplexing many customer lines onto a single carrier, 
provides effiiency in the local loop and enhanced o p  
erations capabilitia. 

Note that there arc several standard protocols that can 
operate over the RDT-switch interface, including TR- 
57. TH-8 and GR-303. Of these, GR-303 is the most re- 
cent and the most powerful in terms of its signaling ca- 
pabilities and ability to support new (e.g., internet) ap- 
plications. At present, however, OR-303 is not widely 
deployed in the network. I t  follows that IDLC-bascd 
pre-switch adjuncts which are capable of working with 
TR-57 and TR-8 (as well as GR-303) will have wider 
applicability within the network. On the other hand, 
GR-303 provides a standardized interface that can be 
implenicnted on multiple vendors' equipment. Non-GR- 
303-based adjuncts rely on a signaling intcrfacc (be- 
tween the RDI  and ICR node, see bclow) that is cur- 
rently not standardized (Le., is proprietary to individual 
vendors). 

As suggcstcd above. there are at least two approachcs 
for re-directing internet calls in pre-switch adjuncts, 
namely non-GR-303-based and OR-303-bared soh- 
lions. Thcsc arc dcicribcd in more detail below. 

D. SS7 llnscd Linc Sidc Call Rcllirrrt 

Tlic Erst approach for prc-switch nrchltcctures is to use 
tlte ingress switch for digit collection and triggcr as- 
signmcnt. but to place call routing intelligencc in a 
scparatc network elcment. This approach is illustrated in 
Figure 5. In this scenario, an Internet Call Routing 
(ICR) node controls the RDT via a signaling interface 
that could be proprietary, or that could conceivably be 
developed into a standard interface to facilitate the 
mixing and nlatching of equipment from different ven- 
dors. The ICR node is SS7 capable and utilizes SS7 
(ISUP) signaling to control the setup and teardown of 
circuits througll the switch. 

r 

Figure 5: SS7 Based Line Side Off-load Architecture 

In Figure 5. incoming internet calls hit a trigger in the 
switch, which causes the switch to issue a query for 
routing instructions (to an SCP). When routing infor- 
mation is reccived, an SS7 call setup message is sent to 
the ICR. The ICR informs the RDT to re-direct the call 
to a date nctwork, and at the s m e  time sends an SS7 
release message back to the switch, forcing the switch 
out of thc call path. A final step is for the RDT to signal 
the switch that thc subscriber linc is busy (off-hook), so 
that calls arriving from the network do not intcrferc 
with the ongoing internet call. 

The philosophy behind this approach is lo put internet 
call routing intelligence in a central network element 
(the ICR node) rather than a simple, unintelligcnt ele- 
ment ( h e  RDT) on the edge of the network. This can 
make it easier to implement changes to intrmct call 
routing. since only the ICR nodes must be upgraded, 
rather than a large number of RDTs, which do not nce- 
essarily have thc operations support for f q u e n t  
changes or upgrades to internet call routing functional- 
ity. 

Note that by placing internet call routing intelligence in 
the ICR node, rather than the RDT, this architectun can 
potentially work with TR-57 and TR-58, as well as GR- 
303. Also note that the ICR node in Figure 5 is similar 
in functionality to the one employed in post-switch ar- 
chitecture B. In fsn, Ihe sane ICR node could con- 
ceivably control both p a w i t c h  adjuncts and post- 
switch acecss servers. This type of combined ICR node 
would support very flexible off-load architectures. 
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E. Non-SS7 Line Side Call Redirect 

The second approach, illustrated in Figure 6, is based on 
enhancements to the GR-303 standard. In this approach, 
RDTs may be co-located with ingress switches, and the 
GR-303 interface i s  used to support the si&naling re- 
quired to re-dimt and manage internet calls. Incoming 
internet calls can be identified (via a trigger) and muted 
(via a table lookup) in either the switch itself, or in the 
RDT. In the first case, the switch is responsible for 
normal call processing. including dialtone gcncration. If 
an intcrnct call is detected, the switch signals the RDT 
via GR-303 to re-route the call onto a data network. In 
this case. internet call filtering can be provisioned on a 
pcr-linc basis, and the potential exists to overflow inter- 
net calls onto the PSTN if the data network is unavail- 
able. I t  does, however. involve a real-time hit on the in- 
gress switch, to support the call filtering, muting and 
signaling functions. 

The second casc is again based on GR-303, but relies on 
interne1 calls being identified and routed in thc RDT 
rather than the switch. In this case the RDT i s  pmvi- 
sioncd with DTMF rcceivers so tlint it can rcgistcr di- 
alcd digits. (The RDT may or may not pmvidc dial- 
tone.) I t  i s  also provisioned with the routing information 
for internet calls. When an internet call i s  detected in the 
RDT, the RDT itself re-mutes the call to a data network, 
and informs the switch of this action. This case mini- 
mizes the impact of internet traffic on the ingress 
switch. but requires some non-standard functionality in 
RDTs, and new call flows between the RDT and switch. 

I 

Figure 6: Non-SS7,Bascd Line Side Off-load 
Architecture 

5.2 Prc-Snitch Issuer 

The pre-switch architectures described above me a m -  
tive because they de-load internet traffic from the in- 
gress switches, as well ns fmm inter-office trunks and 
egress switches. They do, however, involve a tradeoff. 
Deploying equipment at the edge of the network, par- 
ticularly if it involves significant complexity or intelli- 
gence, can be an expensive proposition, due to the 
aniount o f  equipment and the operational e f fm in- 
volved in installing and maintaining the equipment. I t  
also leaves one vulnerable to stranded investment, if 
technology changes. 

One strategy for obtaining the benefits o f  pre-switch ar- 
chitectures, while avoiding the pitfall of stranded in- 
vestment, i s  to place internet call routing intelligence in 
an ICR node. as in Figure 5. Placing intelligence in the 
ICR node. rather than the RDTs, has the potential to 
make RDTs simpler, less expensive and, consequently, 
less vulnerable to the risk o f  stranded investment. The 
ICR node could also be used to implement intelllgent 
functions bcyond simple call setup and teardown, and 
could potentially be used to support both pre- and post- 
switch architectures (see Figures 4 and 5). Finally, the 
ICR node can work with all IDLC technology (not just 
GR-303). though it currently depends on a pmprielary 
signaling interface to the RDT. 

More generally, the key to the effective use of pre- 
switch architectures is to balance thc amount o f  equip- 
ment deployed, versus the amount of Internet traffic off- 
loaded from the PSTN. Measurements of  internet usage 
show that inteniet users will vary from heavy to light. In 
general, a small percentage of heavy users u n  generate 
a largc percentage of  the total internet traffic. A much 
larger number o f  light users generate the balance of  thc 
trafic. For example, i t  Is not unusual to find that 20% 
of internet users generate about 55% o f  the total load. 
and that 40% o f  users generate more than 80% of the 
total load. 

The best strategy for a pre-switch architecture is to cb 
ploy onIy as many adjuncts as an required to terminate 
the lines of  identified heavy UYIJ. Thii strategy mini- 
mizes the line-related costs associated with deploying 
adjuncts, while maximizing the traffic-related beneflt 
that one obtains by off-loading internet calls onto data 
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networks. The key question is what percentage of sub- 
scribcr lines should bc moved onto pn-switch adjuncts. 
Even supposing that one has an effective strategy for 
identifying heavy users (which may itself be problem- 
atical), one still needs a formula for where to draw the 
line between heavy and light users. 

As one moves lines onto pre-switch adjunct termina- 
tions, the per-line equipment costs will steadily rise. 
However, the same is not true of the traffic-related sav- 
ings. Initially. one will obtain great savings by moving a 
core of heavy users onto adjuncts. As one continues, 
howcvcr. progressively smaller savings are obtained, 
since one is capturing only light users. In general, there 
will be an optimal operating point, where total savings 
(traffic-relatcd cost savings minus equipment costs) are 
maximized. Identifying this optimal operating point - 
which may vary from switch to switch, and would also 
vary over time as tralfis patterns change - is a critical 
issue for pre-switch architcctures. 

The problem of idcntifying hcavy users in the first 
place, as a prior step to moving them onto adjuncts. is 
likewise important. Specifically. one nceds tlic capabil- 
ity to reliably incnsure and rank order subscribers" 
internet usagc, via statistically valid sampling. Cur- 
rently, there are several methods for identifying heavy 
users. Off-line processing of SS7 data. collected by 
means of some portable SS7 collection system or dc- 
vice, can provide a siiapshot of heavy users as well as 
othcr useful inforniation. This approach has been used 
in tlic absence of permanently deployed SS7 data col- 
lection systems. As pennanent systems come on-line, it 
will be preferable to analyze data using automated sys- 
tems and filters. 

One alternative to an exiemal measurcments system is 
to utilize switch t n f i c  and provisioning systems to 
measure subscriber usage, and manage heavy users. An 
advantage of this approach is that the measurements can 
be integrated into the switch provisioning now, in order 
to load balance heavy users across line peripherals. A 
possible disadvantage is that existing switch systems 
may not capture full call data, or may present aggregate 
data in a way that is not useful for the identification of 
heavy users. This issue Is being addressed In Bellcore's 
switch provisioning systems. 

Another alternative that avoids cxternal measurements 
systems is to use the capabilities of the Intelligent Net- 
work anhiteetun to identify the heavy usen. This 
function can be implemented in the ICR node or in 
scpr. 

Beyond the immediate problem of identifying and man- 
aging heavy internet users, a futthcr benefit of collect- 
ing internet tramc usage measurements is to provide 
mafic data and performance measurements concerning 
ISPs. As internet conneclion services evolve, traffic dala 
will become valuable to ISR, for purposes of marketing 
and service differentiation. In addition, there is a market 
for third party validation of ISP performance. Other 
applications of traffic I performance measurements are 
to provide network t raf f i  and usage measurements for 
lSPs sa that modem pools can be enginmed optimally 
for a given Quality of Service. Finally, LECs can also 
use traffic repons to size and engineer the DSIIISDN 
trunk groups between switches and access servers, and 
to support engineering of the Frame Relay or ATM 
transpolt network. 

Lastly, note that once heavy users have been idcnlificd 
using PSTN I SS7 nieasurements, and arc moved onto 
pre-switch adjuncts, thc task of monitoring their usage 
and grooming users on a continuing basis may need to 
be performed by the pre-switch adjuncts themselves, or 
by the ICR node. Once users are moved onto adjuncts, 
they will no longer h a w  visibility through SCP or 
switch-based measurements, unless this capability is 
specifically implemented in the switches and SCPs. 

6. Other Featurc Capabilities 

In this section wc briefly describe some SS7 and IN- 
bnsed features to improve internct call control and 
routing. 

A. Alternate Routing on Busy Modem Pools 

A common and widespread problem with current ioler- 
net a c w  is that calls arc oRen blocked due to busy 
modems. Furthermore, when usem are not successful in 
connecting to a modem pool on the fin1 anempt, they 
o h n  retry. Mcasunmcnu show that intemet calls have 
a much higher re-attempt rate than voice calls (an aver- 
age of 5 re-attempts for each blocked internet call). 
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Tlicse re-attempts further increase the load on the net- 
work and can actually decrease the call COinpletiOn rate 
(snow ball effect). 

It is possible that when a particular modem pool is busy, 
there are other modem pools with available capacity. TO 
implement alternate routing for calls that encounter a 
busy signal (i.e.. busy modem), the network needs to 
monitor the status of internet access lines. Also in cer- 
tain scenarios where the number of re-attempts are high, 
it may be beneficial to invoke a call throttling tnecha- 
nism to stop some of the calls from entering the net- 
work. SS7 and IN capabilitics can be used to implement 
alternate routing and call throttling mechanisms. These 
advanced routing features will ensure that modems at 
various locations are utilized in an optimal manner, and 
can also increase call completion rates for customers 

B. Multiple Trunk Groups Routing on Busy Trunks 

Another advanced routing feature that can be useful in 
tlic internet access network is the capability of support- 
ing three or more alternate trunk groups as choices for 
routing the call. If the first trunk group is busy, then an 
attempt to terminate on the second trunk group will 
automatically be niadc. and if all trunks in the second 
trunk groups are busy, the third trunk group will be 
used. Using this feature, if there are some temporal 
variations in internet traffic, niultiple routes are avail- 
able for forwarding the call to an AS. This will result in 
cost effective engineering. as one does not have to over 
engineer a particular trunk group and the corresponding 
number of modems in a paiticular AS. 
C. Decision Based Routing 

Other decision bascd and flesiblc routing can be used in 
these orchilectures. Examples include routing based on 
time of day, or bascd on NPA-NXX of the calling party. 
or possibly even routing some calls to less congested 
AS for the most preferred customers, etc. 

D. lnlcrnct Call Throttling 

Current blocking lcvels for accessing lSPs am much 
higher than the traditional performance levels for which 
PSTN switches and trunks are engineered for (typically 
1% blocking or less). The amount of blocking varies 
among ISPs. also depends on particular locations, and 
time of day, ctc. Ineffective attempts impact the PSTN 

in two ways. Tho fint impact is on switch processon. A 
re-attempt call uses about the same amount of switch 
processor resources to setup and clcar the call as a sue 
cessful (answered) call. The second impaa is that an in- 
effective (busy) call also uses the inter-oflice trunks for 
a ma l l  (but non-negligible) duration. A busy call ties 
up the direct trunks for about 1.3-1.8 seconds. and tan- 
dem trunks for 0.9 to 1.4 seconds. 

Clearly the amount of re-attwnp~ traflic generated de- 
pends on the ISP probability of blocking. If lSPs im- 
prove call completion rate, the majority of ineffective 
traftic will disappear. However, at current marginal pcr- 
fomance levels the network resources wastcd due to in- 
effective attempts is not negligible. Thuq it may be jus- 
tified to design a call throttling scheme to control inef- 
fective attempt at the originating switches. A cost I per- 
fomance study is needed to determine the cost of de- 
ploying such control schemes vs. the savings obtained 
by blocking soine calls at the edge of  the network. 

7. Discussion 

This paper has outlined five architectures for off- 
loading internet traffic from the P S I N  onto data net- 
works. Three of these are post-switch architectures, and 
two arc pre-switch architectures. These architeCtureS 
can be compared and evaluated under three main head- 
ings: 

1. Technicui issires - What are the technical issues 
that need to be resolved before the architecture can 
be implemented, and what is the timeframe for re- 
solving them? These issues include such items as 
protocol intenvorking, tunneling, feature support, 
additional OSS capabilities, etc. 

2. Cost / brrsimss issires - What are the CosUbenefits 
of adopting a particular architecture? To what ex- 
tent will it reduce the cos& associated with carrying 
internet traflic on the PSTN? By virtue of new 
technology (e&, ADSL), can a solution arehitee- 
ture not only reduce current CON. but also result in 
new services and revenues? 

3. Stmegic lvves - Finally, what are the strategic 
implications of adopting a particular architecture? 
How does the architecture fit with other service of- 
ferings, and the general evolution of the network? 
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Will it facilitate potcntisl new services such LU 
internet telephony, and support sophisticated sig- 
naling interfaces between voice and data networks 
(e.g., marriage of SS7 and TCPIIP)? 

We conclude with some general observations on the 
pros and cons of the proposed off-load architeMures. 
Leaving aside strategic issues, the intent of Off-load 111- 
chiteaures is to reduce PSTN costs by carrying internet 
traffic more efficiently. Additional benefits may include 
better service to inteniet users. and the potential to sup- 
port ncw internet or data oriented services for residen- 
tial subscribcn, business subscribcn and ISDs. How- 
ever, iii the short term, the focus is on reducing PSTN 
costs. 

The efFectivencss of the abovc architectures depends on 
the usage patterns of internet users, and on how costs 
are distributed throughout the PSTN. Pre-switch mhi -  
lectures capture internet traffic before it enters the 
PSTN. Because of this, they eliminate or reduce the 
costs associated with ingress switches, which COnStiNtC 
a significant portion of the total network costs. Pre- 
witch architectures also have the potcntiai to capture 
intcrnct trnfiic very emciently, provided one can solve 
the problem of identifying heavy internet USM. If this 
problem is solved, pre-switch adjuncts can be targeted 
specifically at a relatively small number of heavy users, 
resulting in maximum impact for minimum expenditure. 

One problem with pre-switch architectures is that they 
move the onus o f  identifying heavy users onto other 
systems. such as OSSs. external mmsurcment systems, 
etc. Unless pre-switch architectures arc supported with 
systeinr necessary to idcntify and groom heavy usm on 
an on-going basis (which may itself involve some cost), 
these architectures arc likely to be ineffective, and may 
even result in increased costs. Identifying the optimal 
percentage of subscriber lines to move onto pre-switch 
adjuncts (possibly on a switch-by-switch basis), and en- 
suring that switclies are maintained at the optimal oper- 
ating point, requires fairly soplilrticated data collection 
systems. and provisioning I work order proces~cs. 

Finally, an additional risk factor associated with prc. 
switch architectures is that they operate at the edge of 
the network. Capturing traffc at the edge of the net- 
work. where it is diffuse. can potentially result in sig. 

nificant cost savings ns described above, but may also 
result in stranded capital investment if technology or 
subscriber usage patterns begin to change. Dealing with 
aggregated (Internet) tnffie nreMw inside the PSTN, 
would be a safer strategy, since one then obtains efti- 
ciencies of scale in deploying and operating off-load 
equipment The risk of stranded investment can be ad- 
dressed by providing a plausible evolution SlmIegy for 
pn-switch equipment. 

SS7 and IN capabilities have the potential to be effec- 
tively integrated with pmswitch architecturn, SO BS to 
address the above concerns. As described briefly in sec- 
tions 5, SS7 and IN capabillties can be used to identify 
heavy users prior to their being moved onto pre-switch 
adjuncts. (Once they are moved, their usage may need 
to be monitored by alternative means.) Furthermore, use 
of SS7 signaling to support internet call routing, as in 
Architecture D. permits routing intelligence to be con- 
trolled fmni inside the network. This in turn reduces the 
risk of stranded inveslment in adjunct$ and makes it 
easier to upgradc and manage routing dambases, etc. 

However, at present the integration of prc-switch ad- 
juncts with $57 signaling requires some novel nehvork 
arrangements and non-standard signaling. Thesc issues 
need to be addressed by the industry. Some have raised 
fundamental concerns regarding the pre-switch adjunct 
architecture. Critics ofthis architecture argue that it may 
not be a good idea to put triggers and call processing 
capabilities in another box in front of the switch. Thc 
argument is that this strategy gradually results in having 
another substantial switch (the adjunct) standing in front 
of the Class 5 switch. 

In contrast to prc-switch architectures, the port-switch 
architectures described in Section 4 make it unnecessary 
to explicitly identify and manage heavy internet users. 
By default, ingress switches are used to route all inter- 
ncf calls to AS, by means of 10-digit number transla- 
tions or IN-based routing. This constitutes an advantage 
for post-switch architectures since, as discussed above, 
the identification and management of heavy internet us- 
ers is a non-trivial pmbkm. 

By capturing internet t nMc  on the network side of in- 
grass switches, post-switch architectures can take ad- 
vantage of economies of scale in the deployment of off- 
load equipment. Architecture C (Section 4) takes this 
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idea to its logical conclusion, by routing all internet 
calls and signaling through a hub ICR facility. If inter- 
net traffic grows into a high penetration, large scale 
service as has been forecasted, this type of hub facility 
can be used to provide economlcal connectivity be- 
tween LECs and ISPs. 

As the market evolves towards more sophisticated, 
value-added internet services, the hub arrangement may 
well prove to be very attractive to lSPs and corpora- 
tions, since they can avoid owning and operating their 
own AS equipment. Instead, the hub facility could be 
operated by an LEC or third party, and the ISP or wr- 
poration could simply subscribe to new equipment BC- 

cording to their own customers‘ or employees’ nccds. 
The hub operator would manage a variety o f  AS equip- 
ment from multiple vendors. achieving economics of 
scale by serving mnny lSPs and corporations. 

A major disadvantage of post-switch architectures, at 
least in the simplest implementations. is that they do not 
address ingress switch costs. In addition, they poten- 
tially incur sonic additional costs through tlie deploy- 
ment of IN capabilities on switches. SCh.  ICR node. 
and the implementation of IN triggers on switches. 
liowver. it should be noted that SS7 and IN nodes are 
already widely deployed. Thus there may only be sonic 
i~icremental cost associated with carlying or processing 
tlie signaling required for off-load function. 
As with pre-switch  architecture^. SS7 and IN capabili- 
ties can address the weaknesses of post-switch archi- 
tectures. by m a n s  of flexible call routing, and a number 
of traffic flow control features that can be custom de- 
signed for internet traffic management. 

8. Conclusions 

In  conclusion, tlierc are pros and cons to both pre- and 
post-switch architectures. These two ciasses of archi- 
tccture have strengths in different anas. In reality. an 
optimal strategy could utilize both types of architecture, 
depending on traffic volumes, congestion levels in in- 
gress switches. and overall economics. 

Many of the technical issues associated with the impla- 
mentation of off-load architectures M now reasonably 
well understood. Work programs in these a m  (e.&, 
requirements l standards development) are mapped out, 
nnd are waiting for expressions of interest from the in- 

dustry. Business case and cost analysis efforts is no1 as 
well advanced. Information to evaluate the cost effec- 
tiveness of  various architectures ecltainly exists, but 
needs to be assembled and synthesized into a cohcrent 
picture. 

In this paper, various internet off-load architectures 
have been described with somewhat of a near term fo- 
cus in mind. It may be advantageous for network pro- 
viders and equipment suppliers to also rethink the over- 
ail network evolution to better understand the direction 
of the PSTN in terms of incorporating new technologies 
that would facilitate the support of all traffic typa  in- 
cluding voice, data, and video applications. 

A principal contribution of this paper is to highlight the 
potential use of SS7 and IN capabilities not only to en- 
hance the effectiveness of both pre- and post-switch ar- 
chitectures from a technical point of view, but also im- 
prove their economics by providing the flexibility to 
adapt to a rapidly changing internct t r a f k  patterns. 
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